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Abstract

The main result of this thesis is an effective method to extend Karr’s symbolic sum-
mation framework to algebraic extensions. These arise, for example, when working
with expressions involving (—1)". An implementation of this method, including a
modernised version of Karr’s algorithm is also presented.

Karr’s algorithm is the summation analogue of the Risch algorithm for indefinite in-
tegration. In the summation case, towers of specialized difference fields called ITX-fields
are used to model nested sums and products. This is similar to the way elementary
functions involving nested logarithms and exponentials are represented in differential
fields in the integration case.

In contrast to the integration framework, only transcendental extensions are allowed
in Karr’s construction. Algebraic extensions of I1¥-fields can even be rings with zero
divisors. Karr’s methods rely heavily on the ability to solve first-order linear difference
equations and they are no longer applicable over these rings.

Based on Bronstein’s formulation of a method used by Singer for the solution of
differential equations over algebraic extensions, we transform a first-order linear equa-
tion over an algebraic extension to a system of first-order equations over a purely
transcendental extension field. However, this domain is not necessarily a I13-field.
Using a structure theorem by Singer and van der Put, we reduce this system to a
single first-order equation over a II¥-field, which can be solved by Karr’s algorithm.
We also describe how to construct towers of difference ring extensions on an algebraic
extension, where the same reduction methods can be used.

A common bottleneck for symbolic summation algorithms is the computation of
nullspaces of matrices over rational function fields. We present a fast algorithm for
matrices over Q(x) which uses fast arithmetic at the hardware level with calls to BLAS
subroutines after modular reduction. This part is joint work with Arne Storjohann.

Keywords: Symbolic summation, difference rings, Karr’s algorithm, algebraic
extensions.
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Zusammenfassung

Das Hauptresultat dieser Arbeit ist eine leistungsfahige Methode, die Karr’s Algo-
rithmus fiir symbolische Summation auf algebraische Erweiterungen ausdehnt. Diese
Erweiterungen treten zum Beispiel bei der Arbeit mit Ausdriicken auf, die (—1)" en-
thalten. Eine Implementierung dieser Methode inklusive einer etwas weiterentwickelten
Version des Algorithmus von Karr wird zusétzlich vorgestellt.

Karr’s Algorithmus, das Summations-Analogon des Algorithmus von Risch zur indef-
initen Integration, basiert auf Schachtelungen spezieller Differenzenkorper, sogennan-
ter IIX-Korper. Diese Konstruktionen modellieren verschachtelte Summen und Pro-
dukte in einer Weise, wie im Integrationsfall elementare Funktionen, einschliefslich
verschachtelter Logarithmen und Exponentialfunktionen, dargestellt werden.

Karr’s Konstruktion, deren Fundament die Loésbarkeit von Differenzengleichungen
erster Ordnung in II3-Ko6rpern ist, erlaubt im Gegensatz zu den Rahmenbedingungen
in der Integration nur transzendente Erweiterungen. Algebraische Erweiterungen von
IIX-Koérpern kénnen zu Ringen mit Nullteiler fiihren, worauf Karr’'s Methoden nicht
mehr anwendbar sind.

Basierend auf fritheren Ergebnissen von Bronstein beziiglich leistungsfahiger Integ-
rations-Methoden fiir algebraische Erweiterungen, wandeln wir eine lineare Gleichung
erster Ordnung iiber einer algebraischen Erweiterung in ein System von Differenzen-
gleichungen erster Ordnung iiber einem rein transzendenten Erweiterungskorper um.
Allerdings ist dieser Bereich nicht notwendiger Weise ein 1I3-Korper. Ein Struktur-
satz der Galois-Theorie fiir Differenzengleichungen ermoglicht die Reduktion dieses
Systems zu einer einzigen Gleichung erster Ordnung iiber einem IIX-Koérper, welche
mit Hilfe von Karr’s Algorithmus gelost werden kann. Zusétzlich beschreiben wir die
Konstruktion geschachtelter Erweiterungen von Differenzenringen iiber einer algebrais-
chen Erweiterung, wobei dieselben Reduktionsmethoden angewandt werden kénnen.

Ein Engpass aller symbolischen Summationsalgorithmen ist die Berechnung von
Nullr&umen von Matrizen {iber Korper rationaler Funktionen. Wir beschreiben einen
schnellen Algorithmus fiir Matrizen iiber Q(x), welcher schnelle Arithmetik auf Hardware-
Ebene verwendet, wobei nach modularer Reduktion BLAS Unterprogramme aufgerufen
werden. Dieser Teil entstand in Zusammenarbeit mit Arne Storjohann.

Stichworter: Symbolische Summation, Differenzenringe, Karr’s Algorithmus, al-
gebraische Erweiterung
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1. Introduction

Symbolic summation methods aim to simplify expressions involving sums by finding
closed form representations if they exist. Similarly, symbolic integration methods find
closed form solutions of integrals.

These methods can be broadly classified based on the type of functions they work
with. Sums or integrals involving hypergeometric or hyperexponential functions can
be simplified by reducing the problem to one involving only rational functions then
polynomials [8, 10, 14, 29, 33, 53, 55-57, 81]. Holonomic functions are handled with
Grobner bases in D-modules [22,47,49,77|. Liouvillian functions are modeled in towers
of differential fields and their summation analogues, indefinite sums and products are
represented in towers of difference fields.

The latter class dates back to Liouville’s work to show which integrals could be
expressed in terms of a well defined set of functions, called elementary functions.
The algebraic framework for this theory was provided by Ritt [60] and Rosenlicht [61].
Risch used this framework to give an algorithm for indefinite integration of elementary
functions [58,59|. A historical account of these developments can be found in [43].

This framework for integration using towers of differential fields was transferred to
the difference setting by Karr [41,42] to model nested indefinite sums and products in
towers of difference fields. Even though Risch’s algorithm could not be carried over
easily, Karr also provided an algorithm to find closed form solutions of indefinite sums
and products that could be represented within this construction.

In contrast to the integration case, Karr covers only transcendental extensions in
the tower of difference fields. Algebraic extensions of difference fields are not as well
behaved as those of differential fields. Even in the simple case of extending a difference
field with an indeterminate representing (—1)", the result is a ring with zero divisors.

This thesis presents effective algorithms to handle algebraic extensions in the tow-
ers of difference fields, or rings as they turn out to be, in Karr’s symbolic summa-
tion framework. To allow algebraic extensions in this framework, we describe how
first-order linear equations can be solved over these rings and further transcendental
extensions of them.

An algebraic extension of a difference field is not necessarily a field, but it can be
viewed as a direct sum of fields. With this point of view, a first-order linear difference
equation over the algebraic extension ring becomes a system of first-order equations
over the component fields. Algorithms to solve such systems [5,13], or an equivalent
higher order equation [3,4] over rational function fields exist, but they are computa-
tionally demanding. Fortunately, this potentially costly path can be avoided. Using
extra knowledge about the structure of the extension, this system can be uncoupled
by hand and transformed to an equation which is still within the range of Karr’s
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algorithm. Example 3.26 presents a concrete instance, while the general solution is
described in Section 3.4.

Based on a decomposition of the splitting ring of the solutions of a difference equation
[78, Corollary 1.16] into components invariant under ¢ where o is the associated
difference automorphism and d is the degree of the algebraic extension, we also show
that transcendental extensions built on top of an algebraic extension have the same
structure, a finite-dimensional algebra over a tower of transcendental difference field
extensions. This fact allows us to use the same method of reducing a system to a single
equation to solve difference equations over towers that contain algebraic extensions.

Before presenting a brief overview of the contents, we shortly mention some recent
results related to symbolic summation and algorithms for difference equations.

It was noted in [62] that Karr’s algorithm is capable of solving creative telescoping
equations that arise in Zeilberger’s definite summation framework [83]. Other methods
from hypergeometric summation such as solving higher order difference equations 3,4,
6,14,17] or finding hypergeometric solutions of higher order ordinary linear operators
[19,56] were partially adapted to the setting of difference fields [62,68,69]. The efficient
implementation of these methods in Mathematica [64] led to various applications |2,
15,51,54,72].

In [70] an algorithm to construct a depth optimal tower of difference fields for a
given sum is presented. This gives a more practical definition of simplification for
sums by providing a measure of complexity based on an embedding into the ring of
sequences.

Extensions of Karr’s algorithm to handle various new classes of input are provided
in [44-46,66]. Radical expressions such as vk are covered in [46], using the recipe
described in [44,45]. This involves solving a set of subproblems that come up during
the application of Karr’s algorithm. Once these subproblems are answered, Karr’s
algorithm can be applied in its original form over a new domain.

The approach taken in Chapter 3 is to reduce the problem of working with a tower
including an algebraic extension to a domain where Karr’s algorithm was originally
designed for. With the procedure described in Section 3.4, only a first-order linear
difference equation needs to be solved over a II3-field, as described by Karr.

In [66], in order to solve a first-order linear difference equation over a tower with a
higher order relation at the top, a system of first-order equations is considered. This
is similar to the approach used in Section 3.1, adopted from the treatment of the
algebraic case of differential equations [16,73]. The problem of extending the fields
described in [66] is still open.

Theoretical results on the classification and solution of g-difference equations when
q is a root of unity are presented in [39,40,78|. Since we consider a canonical choice
for extensions representing indefinite products of roots of unity, such as (—1)¥, we can
avoid problems with the uniqueness of the splitting ring of the solutions [39, Chapter
6] and provide an efficient algorithm to solve these equations.
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1.1. A brief overview

The framework used by Risch’s algorithm for indefinite integration represents the so-
called elementary functions in towers of differential fields [18]. Elementary functions
are those that can be formed from the rational functions in the integration variable x by
repeatedly adjoining a finite number of nested logarithms, exponentials and algebraic
functions. For a differential field extension F'(t),d of F,d, we say that ¢ is logarithmic
over F'if 0(t) = % and exponential over F if §(t) = §(u)t for some u € F. Intuitively,
t represents log(u) if ¢ is logarithmic and exp(u) if it is exponential. If there exists a
polynomial p € F[z] such that p(t) = 0, we call ¢ algebraic over F.
For example, to apply Risch’s algorithm to the integral

xe\/m2+2
—dx
Va2 +2

the integrand is modeled in Q(z,t,u) where t = Va2 + 2 and u = €'. In this case, t is
algebraic over Q(x) and w is exponential over Q(z,t).

A similar construction is used for summation, where nested indefinite sums and
products are modeled in towers of difference fields. In this case, at each step a difference
field extension F'(t),o of F,o is formed. If o(t) =t + (3 for some nonzero § € F, then
t represents an indefinite sum over g, that is t = Y 3. If o(t) = ot for some nonzero
a € F| then it models an indefinite product [] a.

For example, to simplify the sum

where Hj denotes the harmonic numbers Zle %, the summand is represented in the

difference field Q(k, h,b) with (k) =k +1, o(h) = h + k%rl, and o(b) = z—jr’fb. Here,
h represents the harmonic number H; and b is the binomial (Z)

Karr’s framework prohibits algebraic extensions in this construction, by introducing
constraints on the coefficients a and 3. For instance, a cannot be a root of unity
in Karr’s setting, so the extension o(t) = —t which models (—1)* is not allowed. A
detailed account of the specialized difference fields allowed in Karr’s construction is
presented in Chapter 2.

The key component of Karr’s algorithm is the ability to find an explicit solution or
algorithmically decide that no solution exists for a first-order linear difference equation
over a specialized difference field. Namely, when «, 3 are given, Karr describes an
algorithm to find g in the same domain such that

o(g) —ag=p.

This procedure is used both in simplifying a given input sum by finding an antidiffer-
ence and verifying at each step of the construction that the newly formed difference
field extension is still within the range of the algorithm.
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An algebraic difference field extension can lead to objects ranging from rings with
zero divisors to polynomial rings with infinitely many variables. For example, the
expression vk, where d > 1 is an integer and o(k) = k + 1, does not satisfy any
recurrence with polynomial coefficients [32]. In order to form a difference ring which
includes V%, all possible shifts of this expression have to be added as new variables. A
strategy to solve summation problems over such rings with infinitely many variables
is presented in [46]. This case is not considered in this thesis.

We consider extensions where the new variable t satisfies the difference equation
o(t) = at where « is a primitive root of unity. Difference rings formed this way are
finitely generated and contain zero divisors. For example, the ring Q[t]/(t?> — 1) where
o(t) = —t is constructed by adding an element representing (—1)¥ to the constant field
Q. Since ((—1)’“)2 = 1, we have the relation > — 1 = 0. This ring has zero divisors
since the polynomial #2 — 1 factors as (t — 1)(t + 1) over Q[t].

To extend Karr’s framework to such expressions, two problems need to be addressed.
We need an algorithm to solve first-order linear difference equations over these rings
and we need to specify how to build further difference ring extensions based on them
where first-order linear difference equations can still be solved effectively.

An algebraic extension on a tower of transcendental extensions can be viewed as
a finite-dimensional algebra over the transcendental tower. This reduces the prob-
lem of solving a linear difference equation to solving a system of equations over the
transcendental extension. In Section 3.1, we generalize Bronstein’s formulation [16]
of a method Singer used [73] to handle the algebraic case for differential equations
with Liouvillian coefficients to include the difference case. This leads to an explicit
formulation of this system when a basis is specified for the finite-dimensional algebra
corresponding to the algebraic extension ring. This system can be reduced to a single
first-order linear difference equation over a II3-field using the formulation in Section
3.4.

In [78, Corollary 1.16], Singer gives a decomposition of the splitting ring of the
solutions of a difference equation as a direct sum of integral domains. In our case,
these domains are just Karr’s II¥-fields. These components are invariant under o,
where d is the degree of the algebraic extension. This makes it possible to view
transcendental extensions on an algebraic extension as transcendental extensions of the
individual components, as detailed in Section 3.2. Then towers involving an algebraic
extension at any step can be viewed as a finite-dimensional algebra over a purely
transcendental tower. Karr’s framework already provides algorithms to solve first-order
linear difference equations over this purely transcendental tower. Hence, transforming
such equations to this purely transcendental setting provides an algorithm to solve
them.

Additional material

Many symbolic summation algorithms rely on a method to find the nullspace of a
matrix with entries from a rational function field. Since arithmetic with rational func-
tions is quite expensive and classical linear algebra methods are prone to intermediate
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expression swell, better algorithms are necessary for even moderate input. Chapter
4 presents two algorithms to attack this problem, with a performance comparison
on matrices obtained from the implementation of WZ-summation in Wegschaider’s
Mathematica package [80]. This is joint work with Arne Storjohann.

One of the algorithms described is an application of common computer algebra
tools, such as reducing the computation to word size primes using the Chinese re-
mainder theorem, with a core optimized to use BLAS operations for z-adic lifting.
With early termination strategies, this method outperforms other implementations on
our examples, including stock methods from common computer algebra systems and a
specialized implementation developed solely for summation problems. The second al-
gorithm implemented has a better complexity, but does not lend itself to optimizations
easily such as the ability to use fast machine arithmetic at the core.

An implementation of a modern version of Karr’s algorithm in the open source
computer mathematics system Sage [28,75] is described in the appendix. While being
well suited for experimentation, especially with the availability of a diverse selection of
algebraic data structures and algorithms in Sage, this implementation is not ready for
use in applications since it lacks a friendly user interface. Schneider’s Sigma package
[69] for Mathematica also implements Karr’s algorithms with several enhancements and
optimizations as well as an accessible interface. It was used in large applications related
to the computation of Feynman integrals [15,51]. Gértner’s thesis [30] describing an
implementation in the Reduce system is also a good reference for pseudo-code of Karr’s
methods.

1.2. Notation and conventions

Preliminary notions and specialized notation will be explained at the beginning of each
chapter. The following notation and conventions are used throughout the thesis.

The set of natural numbers {0,1,...} is denoted by N, the ring of integers by Z,
and the field of rational numbers by Q.

All rings and fields are of characteristic 0 and ideals are two-sided ideals. Rings
are not necessarily commutative, but all integral domains and fields are commutative.
Given a ring R, its group of units will be denoted by R*. We denote the total quotient
ring of R with Q(R). For an element p € R, the ideal generated by p will be denoted
by (p).

A column vector with components a; will be written (a, ..., an)” to help typeset-
ting, where the superscript T" alludes to a transpose.

For most sums, the bounds will be shown under the summation signs in the notation
a < k < b, where the lower bound is included in the range, but the upper bound
is not. This notation from [41] fits the telescoping paradigm, since if we have an
antidifference g for a summand f, that is, g(k + 1) — g(k) = f(k), then we can
write >, o f(E) = g(b) — g(a). It is also useful from a computer science and
implementation point of view [24].

The variable ¢ is used as a summation variable and not the complex unit such that
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i? = —1, unless specified otherwise.



2. Summation in finite terms

This chapter presents a brief overview of algorithms for symbolic summation and
introduces the basic machinery behind Karr’s algorithm. Only the details of concepts
which will be required later are provided.

For a more complete exposition of Karr’s algorithm, see [41] and [42]. Hypergeo-
metric summation methods, presented at the end of the introduction to this chapter,
are explained in [55].

The problem

Algorithms for symbolic summation aim to find a simpler formula for a given expres-
sion by eliminating the summation quantifiers. For example, consider the well known
identity for the sum of integers from 1 to n,

. n—1)n
> 12(2)'

1<i<n

Given the sum on the left hand side, an algorithm would output the rational function
on the right hand side. The numerical evaluation of the rational function is much
simpler than that of the sum expression, at the cost of 3 arithmetic operations over
the base field versus n — 2.

A slightly more formal statement of this task would be: Given a sum

> f) (2.1)
a<i<n
over an explicitly specified univariate function f, find a function s such that
s(n) = Y fi).
a<i<n

In this statement, the properties of the function f and the result s are left open,
since the range of expressions each algorithm can work with differs. To specify the
range of summation problems that Karr’s algorithm can handle, we need to introduce
the algebraic framework behind it.

A solution

In order to simplify a sum expression such as (2.1), we can look for an antidifference
g for the given function f:

g(i+1) —g(i) = f(2)
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Once such a function is found, we only need to evaluate it at the bounds of the sum to
get the desired result, assuming that the summand is well defined in the summation
range:
s(n) = g(n) —gla) = > f(i)
a<i<n
Note that this approach is similar to solving a definite integration problem by finding
a primitive function.

Looking for an antidifference transforms the problem statement so that the summa-
tion quantifier does not appear. If we consider the function f to be a rational function
in Q(7) and take o to be the automorphism of Q(z) such that o : ¢ — ¢ for all ¢ € Q
and o : i +— 17+ 1, the equation can be written as

a(g) —g=f

This point of view leads to a generalization which allows us to work with more
complicated objects. If an indefinite sum >, ,_; f(j) cannot be simplified further, it
can be added to the current domain as an indeterminate which satisfies the equality
o(9) —g = f. For example, the harmonic numbers H; = Zl§j<i+1% cannot be
represented as a rational function in Q(i). Then, we can form the extension field
Q(i, h) such that o(h) = h + ZJ%I In this setting, to simplify the sum 3, iH;, we
would solve the equation o(g) — g = ih over Q(i, h).

A more general form of the equality o(g) — g = f extends this framework to model
products as well. An indefinite product, H1§j<i f(4), satisfies the recurrence g(i +
1) — f(i)g(i) = 0. Considering the equality

o(g) —ag=f

instead would also cover this case. For example, the factorial function, i! = [, <j<it1Js
satisfies the recurrence g(i+1)—(i+1)g(i¢) = 0, which can be written as o(g)—(i+1)g =
0 in our setting. In order to represent ¢! in an extension of Q(i), we would add an
indeterminate ¢ which satisfies the equality o(t) — (i + 1)t = 0. To simplify the sum
Y i<i<n ! over this domain, we would solve the first-order linear difference equation
o(g) — g = it over Q(i,t)

With the ability to solve the general equation o(g) — ag = f for g when a and f
are given in a difference field, we also gain the ability to simplify products. Similar to
the sum case, where we solved o(g) — g = f when given a sum ) _,_, f(i), now we
consider the equation o(g) — fg = 0 when a product [],,,, f(i) is given. Thus, with
the same algorithm we can simplify both product and sum expressions.

Karr's algorithm

Karr’s algorithm uses the ideas described above to build a tower of difference fields
containing the given summand or, in the case of a product, a multiplicand. The
problem of simplifying the input sum or product is reduced to solving a first-order
linear difference equation

U(g) —ag = 67



for g in this tower, where o and 3 are chosen based on the input. If this equation
has a solution, all that is left is to evaluate the solution at the bounds of the given
sum or product. Otherwise, simplifying the given expression is beyond the capabilities
of Karr’s algorithm, though for sums, other methods such as Zeilberger’s creative
telescoping could still be applied.

Starting from a sum ) _._, f(¢) or a product [], .., f(i), the steps in the execu-
tion of Karr’s algorithm are roughly the following:

(i) construct a field K containing all the constants appearing in f,
(ii) then the rational function field K (¢) with the automorphism o (i) =i + 1,

(iii) build a tower K (i,t1,...,ty) where the t; for 1 < j < m are the indefinite sums
or products needed to express f.

(iv) Solve the first-order linear difference equation

o(g)—g=f

for a sum, or
0(9) - fg = 05
if the input is a product over K (i,t1,...,tm).

(v) If there is such a g, return g(n) — g(a) for a sum, or g(n)/g(a) for a product.
Otherwise, return NO SOLUTION.

The following example demonstrates these steps more concretely.

Ezxample 2.1. Consider the following sum,

>

1<i<n

where H; is the harmonic number defined as H; := 31, ;14 jl

The constants appearing in this sum are just the rational numbers, so we take Q as
the constant field K.

Starting from the rational function field K (i) = Q(i), we try to model H2. Karr
provides algorithmic criteria to decide that H; cannot be represented as a rational
function in K (7). Then, we extend the field with a new indeterminate which models
H;. The difference field we work with is K (i, h) with the automorphishm o such that

o(c) =cforall ce K,
o(i) =i+1,
o(h) =h+ lil.

Using Karr’s algorithm, we solve the equation o(g) — g = h% in K (i, h) to get

g = h?% —2hi — h+ 2i.



2. Summation in finite terms

Now, the result is

S° HZ = g(n) — g(1) = Hin — 2Hun — Hy + 2n.
1<i<n

We briefly mention other approaches to symbolic summation before presenting the

details of this mathematical framework. The treatment of towers of difference fields
that Karr’s algorithm can work with is continued in Section 2.1.

Other approaches

These alternative algorithms mainly work with proper hypergeometric summands,
which means the term ratio of the summand is a rational function where the denom-
inator can be factored into linear terms. For a precise definition, see [55, page 143|.
There are excellent descriptions of these algorithms in the books [55], [79, Chapter 23]
and [34, Section 5.8.

Gosper’s algorithm:

In analogy to the question of indefinite integration of rational functions, Gosper
considered indefinite summation in closed from for hypergeometric summands.
The algorithm designed by Gosper finds a hypergeometric solution for the equa-
tion o(g) — g = f or proves that such a solution cannot exist. This leads to a
hypergeometric closed form representation for the sum

g(n) —g(0)= Y f(k)

0<k<n

with hypergeometric summand f free of the variable n. In this case f is called
Gosper-summable.

The problem can be simply rewritten in terms of finding a rational solution y for
the equivalent equation ro(y) —y = 1 where r is the rational function given by
the shift quotient o) Then by denominator bounding this becomes equivalent
to searching for a polynomial solution. The polynomial solution is determined
by first finding an upper bound for its degree and then comparing coefficients
from both sides of the equation.

Zeilberger’s algorithm:

10

Gosper’s algorithm works for indefinite hypergeometric sums, where the sum-
mand does not depend on the limits of summation. Such sums satisfy a first-
order linear recurrence of the form o(g) — g = f, where f is the summand.
Unfortunately, this is not the case for definite sums such as Y, _, (Z)

Zeilberger’s algorithm [83] finds recurrences for definite sums

un—+v

sm)= S fn,k)

k=an+b
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where the summation limits depend linearly on n. This is done by considering
a more general form of the telescoping equation o(g) — g = f, where the right
side has more terms obtained by shifting the summand f in the variable n. This
approach, called creative telescoping, solves the equation

o(g)—g=crfi+--cafn

for g and coefficients c1,...,c,, where fi,..., f, are given and ci,...,c, are
constant under o, though they might contain the variable n.

Wilf and Zeilberger proved in [81, Section 2| the existence of the creative tele-
scoping equation for proper hypergeometric summands f. The homogeneous or
inhomogeneous recurrence satisfied by the sum s(n) is obtained by summing this
certificate recurrence over the given range.

Karr’s algorithm can solve creative telescoping equations which occur in the con-
text of Zeilberger’s algorithm for definite summation. This was first observed
in |62, Section 1.3 and 4.3]. An equivalent of the fundamental theorem of hy-
pergeometric summation, which states that proper hypergeometric terms satisfy
recurrence relations of this type, is not available in the context of IIX-fields.
Thus, termination of a definite summation algorithm in this context is still an
open problem.

Petkovsek’s algorithm [7,56], can find hypergeometric solutions, if they exist, for
a linear recurrence with polynomial coefficients like the ones returned by Zeil-
berger’s algorithm. A more general class of solutions for linear difference equa-
tions with polynomial coefficients, called d’Alembertian solutions, is returned by
a generalization of this approach [9].

Together with Zeilberger’a algorithm and the more general WZ-summation meth-
ods [81], these provide a set of tools to determine closed forms representations
for definite sums ), f(n, k) with proper hypergeometric summand f in both its
arguments.

2.1. Difference fields and summation

This is a brief overview of the algebraic domains used in Karr’s algorithm to represent
nested indefinite sums and products. The exposition is based on Karr’s treatment of
the topic in [41,42] with minor additions from [17].

Karr’s algorithm is the summation analogue of the Risch algorithm [59] for indefi-
nite integration, which builds on the theory of differential field extensions to work with
elementary functions in an algebraic setting. Liouville’s investigation of the question
“Can the indefinite integral of an explicitly given function of one variable always be
expressed explicitly?” led to the definition of elementary functions. These are func-
tions which are built in a finite number of steps by the application of exponentials,
logarithms, algebraic functions and arithmetic operations. In the same spirit, Karr’s
algorithm builds on towers of difference fields to model nested sums and products.

11



2. Summation in finite terms

We will be working with the following definition of difference fields [23].

Definition 2.2. A difference field is a field F together with an automorphism o of F.
The constant field const,(F') C F' is the fixed field of o.

Note that we assume all fields to have characteristic 0.

Definition 2.3. We say that E, ¢ is a difference field extension of F, ¢ if and only if
F is a subfield of F and &(a) = o(a) for all a € F.

When there is no ambiguity the same symbol will be used for the difference au-
tomorphisms of extension fields. For example, we will say E, o is a difference field
extension of F,o.

2.1.1. Towers of difference fields

Starting from the constants appearing in a given summand f, we will successively
add new indeterminates to a difference field in order to create a domain where the
summand can be modeled algebraically. Once we have the final tower of difference
fields, we need to solve the difference equation o(g) — g = f for an antidifference g
from the tower. If it exists, this solution g will lead to a simpler representation of the
sum.

The algorithm to solve this difference equation relies on two important aspects in the
construction of the tower of difference fields. At each step, the field of constants should
remain the same and the new indeterminate added in the current extension should be
transcendental over the existing tower. To make sure that these two conditions are
satisfied, we investigate the different types of extensions that occur in the construction
and provide algorithmically verifiable criteria for these conditions.

In order to model nested indefinite sums and products by adding a new indeter-
minate to a difference field K, the indeterminate should satisfy a first-order linear
difference equation of the form o(t) = at + 3 where ¢ is the new indeterminate and «
and [ are elements of the base field K.

Ezample 2.4. Let K be a field. Consider K (x),c where o(z) =z + 1.
(i) (Example 6 from [41]) Let 5(z) € K(x). We can extend K (x) by an indefinite
sum over B(z). Let t(z) = > 4, B(i), then
o(t(@) = Y B)= Y B()+B(z) =t(x) + f(x).
0<i<z+1 0<i<a

Hence, an indefinite sum can be represented by the first-order difference equation

o(t) =t+ [ for § in the base field K(z).

(ii) (Example 5 from [41]) Let a(x) € K(x). It is possible to do the same for an
indefinite product over a(z). Let t(z) = [[y<;, (i), then

ot@) =[] o) =a@) [] al)=a@)t@).

0<i<z+1 0<i<z

12



2.1. Difference fields and summation

The first-order difference equation o(t) = at with o € K (z) models an indefinite
product.

2.1.2. First order linear extensions

To simplify expression with nested sums and products, it is enough to consider only
extensions of difference fields where the automorphism acts on the new indeterminate
t as o(t) = at + (. These extensions are called first-order linear extensions when they
also satisfy the two properties mentioned in Section 2.1.1, namely, not introducing new
constants and being transcendental over the existing tower.

Definition 2.5. Let F'(t),0 be a difference field extension of F,o. This extension is
first-order linear if and only if

(a) o(t) = at + 3 where a € F* and f € F,
(b) t is transcendental over F' and
(¢c) const,(F(t)) = const,(F).

Note that in [17], unimonomial extensions where the constants are not extended
correspond to first-order linear extensions.

In a first-order linear extension, if § = 0, the new indeterminate ¢ models an indef-
inite product. If a = 1 and 8 # 0, then it models an indefinite sum.

Ezxample 2.6. Let K be a field and o be the identity map on K.
(i) Take K(z),0 with o(x) =z + 1. Then z models > ;1.

(ii) Let K(z,t),0 with o(z) = x + 1 and o(t) = 2¢t. Then ¢ models the indefinite
product [[7_; 2 = 2%

(ii) Let K(x,t),o with o(x) = x+1 and o(t) = (z+1)t. Then ¢t models the factorial
function [[7_; i = x!.

To see that the extension in the first item is transcendental, assume that p(z) = 0 for
a nonzero polynomial p € K[z]. Then o/ (p(x)) = 0 for all j € N. Since elements of K
are constants, o/ (p(z)) = p(o?(z)) = p(x+7j) = 0 for all j € N. As K has characteristic
0, this means that p has infinitely many distinct zeros, which is impossible. To show
that the constants are not extended, assume that o(p(x)/q(z)) = p(z)/q(x) where p, g
are coprime polynomials in K[z]. Then p(z + 1)/q(x + 1) = p(z)/q(x), which implies
that p(z + 1) = cp(x) and g(x + 1) = cq(x) for some ¢ € K*. Comparing leading
coefficients, we see that ¢ = 1. Without loss of generality, we can assume deg(p) > 1.
Write p(x) = az? + bxr?~! 4 - - where a # 0. By comparing coefficients of 2¢~1 in the
equality p(z+1) = p(x), we see that ad+b = b. Hence, d = 0, which is a contradiction.
So p(x)/q(x) € K and no new constants were introduced with this extension.

As we can see from this example, verifying that a given extension is transcendental
and does not introduce any new constants can be nontrivial even in the simplest cases.

13



2. Summation in finite terms

In the following discussion, following Karr’s work [41] we will outline the algebraic
framework underlying the algorithmic criteria to decide if each layer of a tower of
difference field extensions is first-order linear.

The following lemma will be used in the proofs of the main theorems below.

Lemma 2.7. Let F(t),o be a first-order linear extension of F,o and f,g € F[t]. If
o(ged(f,9)) € F then ged(a(f),0(g)) € F.

Proof. This follows from the fact that o is also an automorphism of F'[t| and it com-
mutes with division in F[t]. For completeness, we still give the full proof.

To show that o is an automorphism of F'[t], it is enough to show that the image of
a polynomial is a polynomial under o. Consider a polynomial p € F[t], which can be
written as p(t) = Y It pit" with deg(p) = m. Then o(p(t)) = >, o(pi)(at + B),
which is still a polynomial in ¢.

Let d = ged(f,g) and s = ged(o(f),0(g)). We will show that o(d) and s are
associates in F[t]. We know that d | f and d | g, so o(d) | o(f) and o(d) | o(g).
Hence, o(d) | s. Similarly, let r € F[¢] such that o(r) = s. Then we have s | o(f) and
s|o(g),sor|fandr]|g. It follows that r | d and s | o(d). O

2.1.3. Homogeneous and inhomogeneous extensions

Given a difference field extension E, o over F,o, we call an element ¢ € E homo-
geneous, if it satisfies a homogeneous first-order linear equation o(t) — at = 0 with
a € F. Applying this concept to extensions is not so straightforward, since even if the
extension is defined by an inhomogeneous equation, it can still contain homogeneous
elements.

Ezample 2.8. Take the difference field Q, o where o(c) = ¢ for all ¢ € Q. Consider an
extension of this field with a new indeterminate ¢ where o(t) = 2t + 2. Then t 4 2
satisfies a homogeneous difference equation over Q. Namely, o(t + 2) — 2(t +2) = 0.

To make the property of being homogeneous inherent to an extension, independent
of the way it is constructed, we will call an extension homogeneous if it contains a
homogeneous element.

Definition 2.9. Let E, o be a difference field extension of F,o. We say that g € E
is homogeneous over F if and only if g ¢ F, but o(g)/g € F. The extension E,o is
called homogeneous if and only if there exists g € F which is homogeneous over F'.

The following theorem, which can also be found in [41, Theorem 1| and [42, Theorem
2.1], characterizes when a difference field extension is homogeneous.

Theorem 2.10. Let F(t),0 be a nontrivial difference field extension of F, o in which
o(t) = at + [ where o € F* and 8 € F. Then the following are equivalent:

(a) the extension is homogeneous,

(b) there exists g € F[t]\ F with o(g)/g € F,

14



2.1. Difference fields and summation

(¢c) the equation o(w) — aw = B can be solved for w € F.
We follow the proof of Theorem 2.1 in [42].

Proof. We first show the implication (a) = (b). Assume F(t) is homogeneous and
take go € F'(t) \ F such that o(go)/go € F. If t is algebraic, F(t) = F[t], so we have
(b) by letting g = go. If t is transcendental, write go = g1/g2 with g1, g2 € Ft] and
ged(g1, g2) = 1. Now, we have

g olg2) ¢

o(go) 0(91)93 cF

Then o(g2) | 0(g1)g2 and g1 | o(g1)g2. We know that ged(o(g1),0(g2)) € F from
Lemma 2.7. Therefore g1 | 0(g1) and o(g2) | g2. Hence, o(g1)/g1 € F and o(g2)/g2 €
F. Since gy ¢ F, at least one of g1 or g is not in F'. Taking g as this element completes
the proof of this part.

To show (b) = (c), take g € F[t] \ F with o(g)/g € F. Let m = deg(g) and
write g = > 1t qw;t'. Let u = 0(g)/g € F. Comparing coefficients of ™ and ™! in
o(g) = ug, we get

UWy, = &0 (W) and

UWyy—1 = mam_lﬁa(wm) + am_la(wm,l).

Combining these two equations, we have

Now w = —%TUZ is the solution in F' we are looking for.
For the last step, (¢) = (a), let w € F such that o(w) — cw = . Then we have

o(t)—at=p
o(w) —aw = .

Therefore o(t — w) — a(t —w) =0, so o(t —w)/(t —w) € F. Since t —w ¢ F, the
extension is homogeneous. ]

Note that the last part of the proof shows how to change the basis so that any
homogeneous extension where o(t) = at + [ can be transformed to one where g = 0.
Using this trick, we will only work with homogeneous extensions with o(t) = at.

Ezample 2.11. Continuing Example 2.8, the equation o(w) — 2w = 2 is satisfied by
—2 € Q. Then the construction in the last part of the proof gives us the homogeneous
element t + 2.

Homogeneous extensions that are also first-order linear are called 1I-extensions since
they model products such as n! or 2™.

15



2. Summation in finite terms

Definition 2.12 (II-extension). A difference field extension F(t), o of F,o is called a
II-extension if and only if

(a) the extension is first-order linear,
(b) o(t) = at for some o € F*.

When is a homogeneous extension first-order linear? In other words, when is the
constant field not extended and the extension is transcendental? The following defini-
tion is needed to answer this question.

Definition 2.13. Let F, o be a difference field. An element a € F' is called a o-radical
over F' if and only if o(z) = a"z for some z € F* and a positive integer n.

Karr uses the homogeneous group |41, Definition 8], defined as

H(F,o)={0o(g)/g|0#g€F},

to state the criteria for a homogeneous extension to be transcendental without intro-
ducing new constants. This concept also appears in further investigations of properties
required for Karr’s algorithm such as II and X-regularity. Since we will not delve into
these technical details, the definition of a o-factorial will suffice for our purposes. Note
that if a is a o-radical over F, then a™ € H(F, o) for some positive integer n € N.

Ezample 2.14. Consider the difference field Q(¢),0 where o(t) = 4t. Note that ¢
models 4™ in this case. Now, 2 is a o-radical over Q(¢), since o(t) = 22t.

Now, we can answer the question above. This theorem can be found in [41, Theorem
2] and [42, Theorem 2.2|.

Theorem 2.15. Let F(t), o be a nontrivial difference field extension of F,o and o(t) =
at for a € F*. This extension is first-order linear if and only if o is not a o-radical
over F'.

We follow Karr’s proof from [42].

Proof. Let F(t),o be a first-order linear extension of F, . Suppose for a contradiction
that « is a o-radical over F. Let w € F be such that o(w)/w = o™ for a positive

integer n. Then we have
" a™t" t"
ol—)=—==—.
( w > o(w) w

Therefore t" /w € const,(F(t)). Hence, either t"/w € const,(F) C F or the constant
field is extended. If t"/w € F', then t is algebraic over F'. So we have a contradiction
in both cases and « cannot be a o-radical over F'.

For a contradiction in the other direction, assume that the extension is not first-
order linear. Suppose that t is algebraic over F, with minimal polynomial g(z) =
S w2t € F[2] of degree m. Since g(t) = 0, we can write

0=o0(g(t)) = Za(wi)aiti.

m
=0
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2.1. Difference fields and summation

Let h(z) = > (o(w;)a?)z'. Note that h(t) = 0. Then h must be a multiple of g,
because g is the minimal polynomial of £. Since g is monic, we conclude that g = ah.
By comparing coefficients of 2% in this identity, we get

a™w; = o(w;)a’ for 0 < i < m.

We distinguish two cases, either g(z) = z, or there is some i < m for which w; # 0.
In the first case, the extension is trivial. In the latter, o™ % = o(w;)/w;, so « is a
o-radical over F' and we have a contradiction.

Now suppose that ¢ is transcendental over F', but the constant field is extended.
Then there exists go € F'(t) \ F' such that o(go) = go. Write go = % with g1, g2 € F[t]
and ged(g1,92) = 1. Then

o) ol 22)

90 o(g2)g1

Since ged(o(g1),0(g2)) € F by Lemma 2.7, 0(g1)/g1 and o(g2)/g2 are in F. Without
loss of generality, we can assume that g; is monic and deg(g;) > 1. If g1 has more
than one non-zero coefficient we can argue as above to show that « is a o-radical over
F. Otherwise, g3 = t™ for some m > 0. Since gcd(g1, g2) = 1, the constant term w of
g2 is non-zero. From Equation (2.2), we know that

gm = o) _olg) _olge)

tm g1 g2

From o(g2) = a™ga, we have o(w) = o™w and « is a o-radical over F. O

Ezxample 2.16. Consider a difference ring extension Q[t], o of the constant difference
field Q, o, with the action of o defined as o(t) = —t. Note that —1 is a o-radical
over Q since o(c) = (—1)2c for all ¢ € Q. This extension is not first-order linear by
Theorem 2.15. It is either algebraic or new constants are introduced in Q[t]. If we
assume that ¢ is transcendental, ¢? is indeed a new constant. But ¢ can be algebraic
over Q, for example ¢t = /2. Then o is the automorphism of the number field Q(v/2)
which maps /2 to its conjugate —v/2, and t? is a constant — but not a new one.

When ¢ models (—1)", using the fact that ((—1)")? = 1, this new constant can be
eliminated by considering the extension to be the quotient ring Q[t] ~ Q[z]/(x? — 1).
This way the constant field is not extended, but the extension is algebraic. How to
extend Karr’s algorithm to work with such rings is treated in Chapter 3.

Karr provides an algorithm to test if an element a in a certain difference field F, o
is a o-radical. A short summary of this algorithm can be found in Section 2.2.2. This
algorithm is also a crucial step in determining the minimal polynomial of the algebraic
extension when « is a o-radical. Details of this procedure can be found in Section 3.2.

It is much easier to decide if inhomogeneous extensions are first-order linear. The
following theorem also appears in [41, Theorem 3| and [42, Theorem 2.3].

Theorem 2.17. Let F(t),o be an inhomogeneous extension of F,o in which o(t) =
at + B where o, B € F*. Then the extension is first-order linear.
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2. Summation in finite terms

We follow the proof of Theorem 2.3 in [42].

Proof. We need to show that the constant field is not extended and ¢ is not algebraic
over F. If the constant field is extended, there exists g € F(t) \ F such that o(g) = g,
that is, o(g)/g =1 € F. Hence the extension is homogeneous. If ¢ is algebraic over
F, let g(2) = 2™ 4+ Y7 wiz' € F[2] be its minimal polynomial. Then g(t) = 0 and
we have

0=0(g(t)) = (at + 5)" +Z o(w;)(at + B)'.

If we write h(z) = (az + 8)" + 375" o(w;)(az 4 B)?, then h(t) = 0. So, h must be a
multiple of g. Since g is monic and deg(g) = deg(h), we know that h = o™g. In this
last identity, matching coefficients of degree m — 1 gives

MWy = J(wm,l)am_l +ma™ 1.

This can be rewritten to o(wy,—1) = aw,—1 — mB. Then we find that

= (t+50)

a(t+wm‘1) —at+B+a
m

and the extension is homogeneous.
O

The extensions that are used in Karr’s algorithm are a subset of inhomogeneous
extensions. In particular, « is not allowed to be a o-radical even though the inhomo-
geneous extension is first-order linear.

Definition 2.18 (X-extension). A difference field extension F(t),o of F,o is called a
Y.-extension if and only if

(a) the extension is inhomogeneous and

(b) if « is a o-radical over F, then there exists f € F such that o(f)/f = .

While most homogeneous extensions can also be handled by the hypergeometric
summation algorithms mentioned in Section 2, expressions modeled by inhomogeneous
extensions are beyond the reach of these methods. For example, Karr’s algorithm can
work with the harmonic numbers, H; = ;4 %

Ezample 2.19. Starting from the constant difference field Q, o where o(c) = ¢ for all
c € Q, we can construct the following tower of inhomogeneous extensions:

(i) extend Q, o with a new indeterminate ¢ such that o(i) =i+ 1
(ii) add a new indeterminate h to Q(i),o where o(h) = h + H%
Then h € Q(i, h) models the harmonic numbers H;.

1 1 1 1
UZf:Zf:Zf+i+1

1<j<it1? 1<j<it2’ 1<j<it1?
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2.2. Algorithms for o-radicals

Finally, we can define the domain where Karr’s algorithms work.

Definition 2.20 (II¥-extension). A difference field extension F'(t), o over F, o is called
a [I¥-extension if and only if it is a [I-extension or a Y-extension. Given a constant
field K, we say that I, o is a [IX-field over K if and only if there is a tower of fields
K =FyC---CF,=F in which F;, o is a [I¥-extension of F;_1,0 fori =1,...,n.

The following theorem from [41, Theorem 9 (a)| and [42, Lemma 3.5] will be needed
to solve difference equations over algebraic extensions later on.

Theorem 2.21. Let F,o be a IIX-field over a constant field K. Then F,o* is a
I1X-field over K whenever k # 0.

The proof relies on technical properties of 113-fields which are beyond the scope of
this simple summary. For details, please refer to [42, Lemma 3.5].

2.2. Algorithms for o-radicals

In this section we summarize the algorithm to test if an element « in a I13-field F, o
is a o-radical over F'. This test depends on the concept of a o-factorization, which is
also briefly described.

Even though we only need to find out if there exists a nonzeron € N, and g € F such
that o(g) = a"g, our investigation will lead to a more general case of this equation.
Namely, given oy, ...,ar € F*, find the set of (ny,...,ng) € ZF such that

o(g) =of"---a*g for some g € ™.

This equality can be considered to be the product analogue of the creative telescoping
identity
o(g) —g=cfi+ -+ ckfr

where f1,..., fr € F are given and we find the set of solutions g € F' and ¢y,...,c; €
const, (F'). Similarly, for summation using Karr’s algorithm, this general identity
needed to be considered instead of the simple telescoping identity o(g) — g = f.

2.2.1. o-factorization

In [41], Karr describes algorithms to decide if an element f in a IIX-extension F'(t), o
of F,o can be transformed to g € F'(t) using the automorphism o. More explicitly, it
is possible to decide algorithmically if there is an n € N such that

o"(f) = ag for some a € F.

In this case, f is said to be shift equivalent to g over F' and n is called the specification
of the equivalence.

The details of this algorithm can be found in [41, Theorem 4|. Karr’s proof, which
also extends to [42], is very technical. For our purposes, it is enough to treat this as
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2. Summation in finite terms

a black box and omit the details. Note that an implementation of this method can
be found and inspected in the package described in the appendix, as the function call
spec on II¥-field elements. Example A.1 shows how this function can be called.

Ezample 2.22. Consider the II¥-field Q(x,t), o over Q, where o(z) = z+1 and o(t) =
2t. Take f = 2t + 1, and g = 8tx? + 24tz + 2. Now, we have

o (f) = %g-

The shift equivalence algorithm can be used to compute a factorization of a given
element f € F(t) with the factors separated into equivalence classes under o. This
decomposition is called the o-factorization.

Definition 2.23. Let F(t),0 be a IIX-extension of F,o and f1,..., f, € F(t). Sup-
pose that

fi = u;t® Hak(g;i’j’k), fori=1,...,n,
j’k

where €; ;1 € Z, u; € F and g; € F[t] \ F. We say that ((g;);, (s, €, (€i k) jk)i) s a
o-factorization of fi,..., fi if and only if

(i) for all j € N, g; is monic, irreducible and deg(g;) > 0,
(ii) for all j € N, there exists some 4, k such that e; ;5 # 0,
(iii) if the extension is homogeneous, t # g; for any j € N,
(iv) if the extension is inhomogeneous, e¢; = 0 for all i = 0,...,n,
(v) for i # j, g; is not shift equivalent to g;.

Ezample 2.24. Consider the II¥-field Q(z,t), o from the previous example. Then the
o-factorization for f = zt(t + 2%)o(zt(t + 22)) is

f=2x(x+ 1)t2(t + CL‘Q)O'(t + x2),

where u = 2z(z + 1), e = 2, and we have gg = t + 22, €0,00 =1, eg01 = 1.

The following theorem appears as Theorem 7 in [41] and states the existence and
uniqueness of o-factorizations of elements in II3-fields.

Theorem 2.25. Let F,o be a IIX-field and F(t),o a [I1¥-extension of Fyo and k € N
a positive integer. For every (fi,...,fx) € F(t)F, there exists a o-factorization of
the form ((g;);, (i, €i, (€ijk)jk)i), where gj,ui,e; and e;; are defined as in Definition
2.23. This o-factorization is unique up to the u;, permutation of the gj, and translation
of the last index of e; ;.
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2.2. Algorithms for o-radicals

Once an algorithm for deciding shift equivalence is known, the o-factorization can
be computed over any domain where factorization of elements is possible. First, a
regular factorization of each f; is obtained. This factorization provides the u; and e;.
The remaining factors become the g;. Then, the g; are put into equivalence classes
with respect to the shift equivalence relation. This determines the power k of o, that
corresponds to each pair 4, j.

Note that this is the only point in Karr’s algorithm that polynomial factorization
is used. Whereas the Risch integration algorithm was improved to eliminate calls to
this possibly expensive procedure, the question of eliminating factorization in Karr’s
algorithm is still open. Other approaches to providing such a decomposition, especially
in the rational difference field Q(x), o with o(z) = = + 1 can be found in (31,50, 53],
though these have not been extended to elements of 113 -fields.

2.2.2. Tests for o-radicals

Given an element « of a II¥-field F, o, the o-factorization algorithm can be used to
decide if « is a o-radical over F. This procedure will actually answer a more general
problem, which comes up when going through the levels of a IIX-tower recursively.
Given ay, ..., ax, we will describe the set of ni,...,n; € Z* such that ajt - 'O‘Zk =
o(g)/g for some g € F*.

Applying this procedure for k = 1, we get the set of all n € Z such that o(g) = a"g
for some g € F™*, even though we only wanted to know if there were any such n. This
extra information will be useful in the construction in Section 3.2 to find the minimal
polynomial of an algebraic element.

Definition 2.26. Let F,o be a I[I3¥-field and aq,...,ar € F*. We define the set of
k-tuples

M((a1,...,0x), F) = { (n1,...,ny) € ZF |3g € F* such that o(g) = af* - - ap*g }
This set is a Z-module, so we have access to a large collection of algorithms to
compute canonical bases, intersections and unions of subspaces.

Lemma 2.27. Let F be a I1X-field and aq,...,a € F*. Then M((aq,...,ax), F)
forms a Z-submodule of ZF.

Ezxample 2.28. Consider the ITX-field Q(x), o where o(z) = z+1. Let a1 = (z+1)(z+
2), ag = (x 4+ 2)(x + 3), and a3 = z(x + 1). Then a basis for M ((a, a2, a3),Q(z)) is

given by
1 0 -1
0 1 -1

The following theorem [41, Theorem 8| reduces the problem of computing the module
M ((a1,...,a), F(t)) over a II¥-extension F'(t) to instances of this problem over
the base field F. We use Ann((ny,...,ng)) to denote the annihilator of the vector
(n1,...,ng) € Z~.
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2. Summation in finite terms

Theorem 2.29. Let F(t),0 be a IIS-extension of F,o and let (aq,...,a) € F(t)
with oq # 0 for 0 <1 < k have a o-factorization ((g;);, (wi, €, (€ jk)jk)i) with e; ji €
Z, u; € F and g; € F[t]. Then

M((en, ., ), F()) = My 0 M 1 M,

where

(a) (i) My = M((u1,...,ux), F) for a X-extension,

(i) My ={(n1,...,nk)|(n1,...,ng,d) € M((u1,...,ux,1/a),F) } fora
II-extension with o(t) = at,

(b) My = Ann((eq,...,ex)),

(c) Mz =0;Ann((3> 2 €155 2 Chijl))-

Note that in the case of a II-extension for condition (a) above, we add 1/« to the
input tuple (ug, ..., u;) and consider a similar problem over the base field, albeit with
dimension increased by 1.

This theorem can be applied recursively to reduce the problem to the constant field.
An algorithm to find M ((aq,...,ax), K) where K is a rational function field over an
algebraic number field with o(k) = k for all k£ € K is described in [67, Proposition 3.1
and Theorem 3.2].

Ezxample 2.30 (Example 8 in [41]). Consider the extension of Q(z), o where o(x) = z+1
with z!. Then o(z!) = (z + 1)z!. In order to show that this extension is indeed
transcendental and (z + 1) is not a o-radical, we apply the previous theorem with
aj = (z+1). The o-factorization of (x+1) gives fi =x+1,u1 =1,e1 =0, e1,10 = 1.
From condition (c) of Theorem 2.29, we have M3 = Ann(e;10) = Ann(l) = {0}.
Then M(xz+1,Q(x)) = M1 N MyNn{0} = {0}. Hence, there is no nonzero n € N such
that o(g) = a"g for some g € Q(z) and (x + 1) is not a o-radical.

Ezample 2.31. Consider the I1¥-field Q(¢) where o(t) = 4¢. Here, t models 4™. Trying
to extend this field with 2", which has the shift behavior o(2") = 2(2"), we check if 2
is a o-radical over Q(¢). From condition (a) of Theorem 2.29, we have

My ={n|(n,d) € M((2,1/4),Q) } ={n|(n,d) € {c(2,1) for c € Z} } = 2Z,

and My = Ms = Z. Then M((2),Q(t)) = 2ZNZNZ = 27Z. Hence for n = 2,
o(g) = 2"g for some g € Q(t), namely, for g = t.

This function is called hom_group_exponents in the implementation described in
the appendix. Example A.2 demonstrates a call to this function.
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3. Algebraic extensions for summation
in finite terms

This chapter presents an extension of Karr’s symbolic summation framework to allow
algebraic extensions in the tower of difference fields.

The problem

In Section 2.1, we have seen that while building a tower of difference fields to represent
a summand, Karr’s framework only allows transcendental extensions. This limits the
set of expressions which can be modeled by these extensions. For example, (—1)", a
common component of combinatorial identities, leads to an algebraic extension since
((=1)™)? = 1. Any summand which contains (—1)" is beyond the reach of Karr’s
method.

When a II¥-field is extended with a term like (—1)", we either get an algebraic
extension or introduce new constants. This violates the basic assumptions of Karr’s
construction, so his algorithm can no longer be used to solve first-order linear difference
equations over these domains.

In this case, the problem is twofold. A method to solve difference equations over an
algebraic extension as well as a way to build towers on this extension is needed. To
be able to extend algebraic extensions, in turn, requires decision procedures to check
if the resulting structure is within the scope of our algorithms.

Going back to the (—1)" example, the action of the shift map ¢ on an indeterminate
t modeling (—1)" is o(t) = —t. However, the coefficient —1 is a o-radical in every
extension, since o(c) = (—1)2c for every ¢ € Q. Then, by Theorem 2.15, we cannot
form a homogeneous extension to model (—1)" within Karr’s framework. Using the
algebraic relation t? = 1, we can form the extension R = Q[t]/(t* — 1). This ring, R,
contains zero divisors, because the minimal polynomial of this extension, t> — 1 is not
irreducible over Q[t].

In order to simplify sums in this case, we need to solve difference equations over
these rings with zero divisors and further transcendental or algebraic extensions of
these rings.

A solution

A generalization of the formulation in [16] for solving differential equations over an
algebraic extension presented in 73] is the first step towards a solution. Viewing the
algebraic extension on top of the tower as a finite-dimensional algebra, the problem
of solving a first-order linear difference/differential equation over this extension can
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3. Algebraic extensions for summation in finite terms

be reduced to solving a system of first-order equations over the last transcendental
extension in the tower.

This system can be transformed to an n-th order difference equation, where n is
the degree of the algebraic extension. Even though Karr’s algorithm is only designed
to handle first-order linear equations over ITX-fields, the special form of this equation
falls within its range as well. Hence, the problem is reduced to one we know how to
solve.

To work with the algebraic extension as a finite-dimensional algebra, a basis should
be chosen. A natural option is to use the power basis 1,2z, 22,...,2" ! where z is
the generator of the algebraic extension. However, since this ring extension has zero
divisors, an orthogonal basis of idempotents can also be used. This basis provides a
decomposition of the ring into integral domains.

For example, the ring R = Q[t]/(t*—1) can be decomposed into two integral domains
so that R ~ Ry & R;. The components Ry and R; are generated by the elements
to = % and t1 = %‘H respectively. Note that tgt7 = 0 in R.

It turns out that the shift automorphism o permutes this basis and ¢” leaves the
components invariant |78, Corollary 1.16], where n is the degree of the algebraic ex-
tension. Each of these components is a I1X-field, so Karr’s machinery works without
modification over them. This structure can be used to build towers on the algebraic
extension. In particular, by building a ITX-extension on each component in the case
of a transcendental extension.

Continuing the previous example, consider the extension R][s|, o of R, o where o(s) =

(_

3—%. The indeterminate s models the shift behavior of the expression ), <i<ntl )

Then, R[s| can be decomposed in a similar way to R. Namely, R[s] ~ Ro[h] ® R1[h],

where R;[h], o is a difference ring extension of R; with o(h) = —h + n%_l for i =0, 1.

<.

Other approaches

While the problem of algebraic extensions for Karr’s algorithm has not been addressed
directly, there are improvements to work with unspecified sequences [44,45| and radical
expressions [46]. Note that the radical expressions such as v covered in [46] lead to
infinitely generated difference rings, not algebraic extensions as they would in the
integration case.

These approaches follow the recipe laid out in [45], by calling a domain o-computable
[45, Definition 1] if certain subproblems in Karr’s framework can be answered algorith-
mically. Providing solutions to these basic subproblems, such as shift equivalence and
the orbit problem, makes it possible to use Karr’s algorithm in its original form. The
open problems listed in [62, page 240] are also an effort in this direction. In contrast,
our strategy is to reduce the task of solving a linear difference equation to one in a
11X -field where Karr’s algorithm already works.

In Sections 3.1 and 3.4, we present a method adapted from [16] to solve difference
equations over algebraic extensions. This method is similar to the approach used in [66]
to solve difference equations over a II¥-field extended by a term satisfying a higher
order recurrence. We provide an explicit formulation of the system that is formed
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3.0. Preliminaries

and show that solving a single first-order linear difference equation over a IIX-field is
sufficient in our case.

Adjoining (—1)" to a difference field F,o where o(n) = n + 1, is similar to taking
g = —1 in a g¢-difference equation. Chapter 6 of [39] studies the case of g-difference
equations over C(x) where ¢ is an n-th root of unity. In this case, the Picard-Vessiot
ring, the splitting ring of solutions of a g-difference equation, is not unique. This
presents a problem defining the Galois group of the equation, which is used to clas-
sify its solutions. Being closely tied to concrete applications, we are able to chose a
canonical construction for our problem and give an algorithm for solving difference
equations involving primitive roots of unity over II¥-fields. Note that restricting to a
primitive root of order k£ makes the Galois group cyclic of order k, greatly simplifying
our task.

Liouvillian sequence solutions of a difference equation over C(z) are investigated
in [40]. Liouvillian sequences are constructed iteratively using steps similar to the
construction of IT and ¥ extensions, and additionally interlacing of sequences. In-
terlacing sequences also encapsulate algebraic extensions. For example, the sequence
obtained from (—1)"is (1,—1,1,—1,...), which is the 2-interlacing of the constant 1
sequence and the constant —1 sequence. An algorithm to find the Liouvillian solutions
of an n-th order difference equation over C(z) is also presented in [40]. Our main in-
terest is first-order equations over the more general setting of I13-fields. Though, the
reduction described in Section 3.2 can be used to reduce an n-th order equation to an
equivalent one over a tower with only transcendental extensions.

3.0. Preliminaries

Before starting with the treatment of algebraic extensions in Karr’s symbolic summa-
tion framework, this section briefly presents preliminary facts that will be used in the
rest of this chapter.

3.0.1. Commutative algebra

The following facts from commutative algebra will be needed for the proof of Theorem
3.33. We refrain from providing proofs since they can easily be found in textbooks,
for instance, see [11,27,82]. We assume all rings to be commutative in this section.

Definition 3.1. Let R be a ring. An ideal I of R is called prime if for all x,y € R,
when xy € I either x € I or y € I. It is called radical if for all x € R, when 2™ € I for
some n € N then z € 1.

Lemma 3.2. Let R be a ring and I a prime ideal of R. Then the quotient ring R/I
15 a domain.

Definition 3.3. Let R be a ring. An element x € R is nilpotent if there exists an
integer n > 0 such that £ = 0. The set of all nilpotent elements in a ring R is called
the nilradical of R.
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3. Algebraic extensions for summation in finite terms

Definition 3.4. Let R be a ring and [,J ideals of R. We say that I and J are
comazrimal if I + J = R.

Theorem 3.5. (82, Theorem 31, Ch. III] Let R be a ring with identity, and let

I,..., 1, be ideals in R. The I; are pairwise comaximal if and only if their radicals
are. If an ideal B is comaximal with each I;, then it is comazimal with Iy N---N I,
and Iy -+ I,. If I1,..., I, are pairwise comazimal, then

Ln---nl,=I5--1,.

If, moreover, by, ..., b, are elements of R, then there exists an element b in R such
that

b=b; (mod [;), i=1,...,n.
Here, the notation a = b (mod I) means that a —b € 1.

Definition 3.6. Let R be a ring. We say that an ideal I of R is primary if for all
x,y € R when xy € I either x € I or y" € I for some n € N.

Note that the radical of a primary ideal is a prime ideal.

Theorem 3.7. [82, Theorem 4, Ch. IV| In a ring R with ascending chain condi-
tion every ideal admits an irredundant representation as finite intersection of primary
ideals.

Definition 3.8. If J is a primary ideal, then its radical I = v/J is called the associated
prime ideal of J, and we say that J is primary for I.

Definition 3.9. Let R be a ring and I, J ideals of R. The ideal quotient, denoted
I:J is defined as the set {r € R|rJ C I }.

Theorem 3.10. [82, Theorem 6, Ch. IV| Let R be an arbitrary ring and I an ideal
of R admitting an irredundant primary representation N;J; and let P; = \/J;. For a
prime ideal P of R to be equal to some P; it is necessary and sufficient that there exist
an element ¢ of R not contained in I and such that the ideal I : (c) is primary for P.
The prime ideals P; are therefore uniquely determined by I.

3.0.2. D-rings

Even though the structure of difference and differential algebras are quite different,
methods to solve difference and differential equations share many common aspects.
Our main focus is on solving difference equations. Though generalizations of algo-
rithms for differential equations, such as the one described in Section 3.1, play an
important role. We will use the framework introduced in [19] to study a common
setting for differential and difference equations [17].
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Definition 3.11. Let R be a commutative ring (resp. field), o an endomorphism of
R. A o-derivation on R is a map 6 : R — R such that

0(a+0b)=0(a)+6(b) and d(ab) = o(a)d(b)+ d(a)b
for any a,b € R. The triple (R, 0,9) is called a D-ring (resp. D-field).
When talking about difference (resp. differential) rings, we will often drop the
redundant map 0 (resp. o).
Example 3.12. D-rings model both difference and differential rings, as well as a hybrid

structure.

(i) If o is the identity map on R, then ¢ is a usual derivation on R, which satisfies
the Leibniz rule. In this case, (R, 0) is called a differential ring.

(ii) For any endomorphism o of R, § = 0 is a o-derivation. In this case, (R, o) is
called a difference ring.

(iii) If R is commutative, o an endomorphism of R, and o € R, the map J, =
a(o — 1R) given by d,(a) = a(o(a) — a) is a o-derivation.

The three examples above exhaust all possible o-derivations over a commutative
ring [17, Lemma 2|. In particular, the framework of D-rings do not allow working with
the usual derivation and shift with respect to the same variable.

Ezample 3.13. Take R = Q(x), with the maps o : x+— z+ 1 and § : x — 1. Then,
§(2%) = 8(zx) = o(2)d(x) + 0(x)x = 20(x)x + 6(x) = 22 + 1.

For the usual derivation, we would expect the result to be 2x.

Extensions of D-rings are defined in a similar way to difference field extensions from
Definition 2.3.

Definition 3.14. Let (R, 0,0) and (R',0’,d") be D-rings. We say that (R',0’,¢') is a
D-ring extension of (R, o, d) if R is a subring of R’ where ¢/(a) = o(a) and ¢’(a) = d(a)
for any a € R.

To keep the notation simple, we will often use the same symbols for the endomor-
phisms and associated derivations on R’ and R.

Definition 3.15. An ideal I of a D-ring (R, 0,9) is called a D-ideal if it is closed
under o and 6. A D-ring R is called simple if it has no D-ideals other than the zero
ideal and R itself.

If R, 0,0 is a D-ring, the quotient R/I is also a D-ring if and only if the ideal I is a
D-ideal.
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3. Algebraic extensions for summation in finite terms

Definition 3.16. Let (R, 0,0) be a D-ring (resp. D-field). An element a € R is called
invariant if o(a) = a. The set

const, 5(R) ={a € R|o(a) =a and 6(a) =0}
is called the constant subring (resp. subfield) of R with respect to o and 4.

In Sections 3.1 and 3.4, the ring of operators will be mentioned briefly. We adapt the
definition of a skew polynomial ring introduced by Ore [52] to the setting of D-rings.

Definition 3.17. Let (R, 0,6) be a D-ring and X an indeterminate over R. The left
skew polynomial ring over R, denoted R[X;o,0] is the ring of polynomials in X over
R with the usual polynomial addition and multiplication given by

Xa=o0(a)X + d(a) for any a € R.

The multiplication in a skew polynomial ring can be uniquely extended to multipli-
cation of monomials by

(aX™)(bX™) = (aX" H(Xb)X™ = (a X" V) (a(b)X™ +5(b)X™) for m,n > 0

and to arbitrary polynomials by distributivity.

Ezample 3.18. (i) For a difference ring R, o, the skew polynomial ring R[S; o, 0]
is the ring of linear ordinary recurrence operators, where S denotes the shift
operator.

(ii) Let R,¢ be a differential ring, then R[D;1g,d] is the ring of linear ordinary
differential operators where D is the differential operator.

3.1. Difference/differential equations over algebraic
extensions

This section presents a generalization of the method of [16], which in turn is based
on [73], to solve the Risch differential equation over algebraic extensions to the setting
of D-rings. As a result, we get a method to solve difference equations over algebraic
extensions.

Definition 3.19 (Definition 3 in [17]). Let (R, 0,0) be a D-ring and M a left R-
module. A map 0 : M — M is called R-pseudo-linear (with respect to o and 9)
if

O(u+v) =0(u) + 0(v) and O(au) = o(a)f(u) + d(a)u

for any a € R and u,v € M. We write Endp (M) for the set of all R-pseudo-linear
maps of M.

28



3.1. Difference/differential equations over algebraic extensions

A characterization of all R-pseudo-linear maps over a commutative ring R is provided
in [17, Lemma 5|. For our purposes € can be either a shift automorphism or the
differential §. This framework allows us to use the same theoretical basis for both
difference and differential equations.

Let (F,0,0) be a D-field of characteristic 0 and (E,o,d) an algebraic extension of
(F,0,0). Let  : E — E be an F-pseudo-linear map in Endp,s(E). For indefinite
summation or integration, we are interested in solving the equation

0(z) + fz=yg

for z € E, where f,g € E are given.

Ezxample 3.20. In order to find a simpler expression for Zl§k<n(_1)kk7 we need to
solve the equation

o(z) —z = (-1)*k
in the difference ring Q(k)[(—1)*], with (k) = k + 1 and o((=1)F) = —(=1)*.

The algebraic extension E can be viewed as a finite-dimensional algebra over F.
Let b = (bp,...,bn—1) be a basis of E over F' and denote the column vector of the
coordinates of u € E in the basis b with u, € F™. Now, the equation we want to solve
becomes

(0(z) + f2)b = gb.
We know how to write elements of E in the chosen basis b. In particular, we can
express g as a vector in the given basis b.

Ezample 3.21. Let b = ((—1)*,1). We have g = (—1)*k, then

w=(1).

The left hand side of the equation, 0(z) + fz, still needs to be expressed as a vector
with the basis b. We start with 6(z). Let z € E. Write z = z0bo+21b1+- - -+ 2p—1bp—1
where z; € F and b = (b, ...,b,—1) is a basis of E over F' as above. Using the fact
that 0 is a pseudo linear map, we have

9(2) = 9(2’0[)0) + -+ e(zn—lbn—l)
= O'(Zo)e(b()) + 5(2’0)bo +---+ O'(Zn_l)e(bn_l) + 5(Zn_1)bn_1
= Y o(z)0(b:) + Y 0(zi)bi.

0<i<n 0<i<n

The second component of this sum is already in the basis b. To express the first
part, note that it is written out in the basis b transformed by 6.
For an F-pseudo-linear map 6, define the matrix 6y, as follows

| | |
o= | (@) (Ob1)) ... (0(bn-1))b
| | |
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Ezample 3.22. For our example, Q(k)[(—1)¥], o, we have

(=10
Op = 0 1 .

Using the notation oI, respectively 01, for the application of o, respectively J, to
each component of a vector, we have

(0(2))b = Op(a)(2)b + (01)(2)b
= (Ob(oI) + (01)) ()b

The only part left is to express fz in the basis b. Multiplication by any fixed element
f € E can be viewed as a linear map. We denote the matrix corresponding to this
map with My(f).

For any f € E, define My (f) to be

| | |
My(f) = (fb]())b (fbll)b (fbn|—1)b

Then for any f,g € E, we obtain
(f9)b = Mu(f)(9)b-

Example 3.23. In our example f = —1, so the corresponding matrix is

Miy(—1) = < _01 Y )

Putting all the parts together, we get

g = (0(2) + f2)b
(On(a D)+ (01)) (2)b + Mp(f)(2)b
(Ou(al) + (61) + Mp(f)) (2)b

In the differential case, we have o = 1p and 6 = §, which leads to
(0b + (1) + My (f)) (2)b = gb-

Similarly, for the difference case, 6 = O and 0 = o, so we have

(ob(0) + My(f)) (2)b = gb-

We have shown the following result.

Theorem 3.24. Let R,0,0 be a D-ring, M a left R-module, and b a basis of M over
R. Given f,g € M and 0 : M — M an R-pseudo-linear map, solving 6(z) + fz =g
for z € M is equivalent to solving the system of equations

(Ob(o1) + (61) + Mp(f))2b = gb-
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This method is not limited to first-order equations or a single term on the right
hand side. With more than one term on the right hand side, this difference equation
is also known as the creative telescoping problem, which was mentioned in Chapter 2
when describing Zeilberger’s algorithm. How to handle creative telescoping problems
with this method to find ¢y,...,c,—1 € const, 5(R) and g € M such that

U(g) —ag = CO.fO +---+ Cn—lfn—l

when fg,..., fn_1,a € M are given, will be shown in Section 3.4.

Ezample 3.25. In order to simplify Zl<k<n(—1)kkz, we need to solve the system of

first-order linear equations given by (op(0l) + Mp(f)) (2)p = gp with

= (0 ) mannin=( 0.

as shown in Example 3.22 and 3.23. Then, we have the system

(o5 )(E3)=(0)

which gives the two equations —o(z9) — z0 = k and o(z1) — 21 = 0. Solving these, we

get the result
2k —1

20 = 1 and z1 = ¢,
for any ¢ € Q. The final answer is
2k -1
= (-1 =— 4o
4
After checking initial values, we determine that ¢ = —1/4 and we can write
2n—1 1
Dk = (-1t —— — —,
S (1= (-

1<k<n

Ezxample 3.26 (Exercise 6.53 in [34]). For a more realistic example, consider

(=1)*Hj,
2

1<k<n+1 k

The summand without (—1)* can be modeled in the IIX-field Q(k, b, k), o with o(k) =
kE+1, 0(b) = Z—jb, and o(h) = h + ﬁ, where b is the binomial (}) and h is the
harmonic number Hy. We extend this field with ¢ such that o(t) = —t and t* = 1 to
get the ring R = Q(k, b, h)[t]/(t* —1). Then, our summand can be represented by the
element % € R.

In order to solve the equation o(z) — z = %, we will use a different basis, namely,

b = (%, %) This basis will play a central role in Section 3.2 and we postpone
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the discussion of its properties till then. For a € Q(k,b, h) the representation of a in
the basis b is (a,a)”and that of ta is (a, —a)?.
Now, in the basis b, we have the matrices

= (] ¢ ) mamnn-( 3 0 ).

This leads to the following system

() ()-08)

which gives the equations —z9 + 0(21) = § and o(z20) — 21 = —%. By isolating zg in
the first equation, and plugging it into the second, we get

T (Z) - %

This equation needs to be solved over Q(k,b,h),o. Even though this is a second
order equation, Karr’s algorithm can still be applied by considering o2 to be the
difference automorphism instead of o. Note that Theorem 2.21 states that Q(k, b, h), o2
is still a II3-field.

We get the result

(k—n—1)(nh+2h—1)
b(n + 2)?

o= — € Q(k, b, h).

Putting this value in the equation zg = —o(21) + %, we get the answer,

k(k -n— 1)(nHk + 2H; — 1)
(3)(n+2)?

The commands required to perform these computations are given in Example A.3.

z=(-1)

3.2. Structure of algebraic extensions

In this section we investigate the structure of algebraic extensions of II1X-fields. Es-
pecially structural properties which will be useful in solving difference equations over
these extensions will be of interest.

Example 3.27. Let us start by looking at a few examples of algebraic extensions. In
the examples below, even though it is not stated explicitly, we take o(n) = n + 1.
Hence, an expression like 4" has the shift o(4") = 47! = 4(4™). The symbol i stands
for the complex imaginary unit, not a summation variable.

(i) We begin with the usual example Q[(—1)"]. This is isomorphic to Q[z]/(z? — 1)
since ((—1)")? = 1. The polynomial 22 — 1 factors over Q[z], so Q[(—1)"] has
zero divisors.
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(ii) Extending Q with ¢(—1)", which has the same shift behavior o (i(—1)") = —i(—1)",
forms a completely different structure. Now, we have Q[i(—1)"] ~ Q[z]/(x? + 1)
since (i(—1)")? = —1. The minimal polynomial 22 + 1 is irreducible over Q[z]
and Q[i(—1)"] is indeed a field.

(iii) In the previous example, if the field of constants is C instead of Q, then z? + 1
splits into (x — i)(x + ¢) over Clz], and we end up in the familiar situation of a
ring with zero divisors.

(iv) An algebraic extension may also occur without a root of unity being involved.
We have already seen that extending by 2" when 4" is already in the field leads
to an algebraic extension. In this case, Q(4")[2"] ~ Q(4")[z]/(x? — 4™) and the
minimal polynomial 22 — 4" is irreducible over Q[4"].

(v) The following examples show that the constant term of the minimal polynomial
does not need to be a generator of a previous extension in the tower. When
faced with an algebraic extension, that is, when we detect that « in the action
of o(t) = at is a o-radical, we still need to determine the minimal polynomial
correctly.

(2) Q™[] ~ Q(8")[z]/(a* — (8")%)
2% — (8™)? is irreducible over Q(8")[z].

(b) Q(4",9")[6"] ~ Q(4",9")[z]/(x? — 4"9")
2?2 — 4"9" is irreducible over Q(4",9")[z].

(c) Q(187,2")[3"] =~ Q(18",2")[x]/(z* — 18" /2")
x? — 18" /2" is irreducible over Q(187,2")[z].

Note that the minimal polynomials in all examples were of the form x™ — ¢ for some
¢ in the base field. This is not merely due to a lack of imagination. In fact, in an
algebraic extension with the new indeterminate satisfying a first-order recurrence, this
is the only type of minimal polynomial that occurs.

For a D-ring R and a,b € R, we introduce the notation

Vap(R) = {w € R such that o(w) = aw + b}

to denote the solutions of the first-order linear difference equation o(w) = aw + b
Recall from Definition 2.13 that, we call an element a € R a o-radical over R if there
exists z € R* such that o(z) = a"z for an integer n > 0.

The following theorem is based on a proposition of Schneider [71]| regarding the
form of the minimal polynomial. We show that algebraic extensions are simple radical
extensions by carrying out the analysis of [17, Lemma 13] further.

Theorem 3.28. Let (R,0,6) be a D-ring with o an automorphism of R. Let E be a
D-ring extension of R, and t € E* be algebraic over R such that o(t) = at + b with
a € R*,b € R. If Vou(R) has no nonzero elements and const, s(R) = const,s(E),
then
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3. Algebraic extensions for summation in finite terms

(a) b=0,
(b) a is a o-radical over R and
(c) the minimal polynomial p € R[x] of t is of the form z@ — ¢ for some c € R.

Proof. Following the proof of Theorem 2.15 or [42, Theorem 2.3], let p(z) = z¢ +
Zogi <d p;z’ be the minimal polynomial of ¢ over k where d > 0. We have

0=0(p(t)) = (at+b)*+ > o(p;)(at +b)"
0<i<d

Let h(z) = o(p(z)). Since ¢ is a root of h(x), p(x) divides h(x). Both p(x) and h(z)
have degree d. Therefore, h(z) = a®p(z) and we have

a Y pit =) <d> az)'b'~" + Y o(pi)(az +b)". (3.1)

0<i<d 0<i<d 0<i<d
Comparing coefficients for %!, we get the equality
apg_1 = da® b+ U(pd,l)ad_l. (3.2)

Note that d € N C const,s(R), so w = —pg—1/d € Va3(R). Since V,p(R) has no
nonzero elements, pg_1 = 0. Replacing pg—1 by 0 in (3.2) , shows that b is also 0.
Looking back at equation (3.1) and comparing coefficients for x?, we get

o(p;) = alp;, for 0 <i<d.

Since ¢ is nonzero, p; # 0 for some j < d. For j > 0, o(t27 /p;) = t477 /p;, so t4=9 /p;
is a new constant in £. Hence, for 0 < i < d, p; = 0. The equality o(pg) = a®py shows
that a is a o-radical over R.

O

This theorem does not give any information about the purely differential case, where
o = 1g, since V; o(R) = R and the statement does not apply.

Knowing that the minimal polynomial of an algebraic extension E of R is of the form
z% — ¢, we only need to determine d and ¢ to construct the extension. The procedure
to check if an element is a o-radical also returns d € N, as explained in Section 2.2.2.
Then o(c) = a’c for some ¢ € R. Since this is a first-order linear difference equation,

we can solve for ¢ € R and get both components of the minimal polynomial.

Ezample 3.29. Consider the extension of Q(4",9"), o, where o(4") = 4(4") and ¢(9") =
9(9™) with 6. We have o(6™) = 6(6™), so a = 6. Using the method from Section 2.2.2,
we find that the set of d € Z such that o(c) = a’c for some ¢ € Q(4",9") is 2Z. Now,
we need to solve the equation o(¢) = 36¢ to find the constant term of the minimal
polynomial. The solution is 4”9". Hence, the minimal polynomial is 22 — 479",

The code required for these computations is presented in Example A.4.
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3.2. Structure of algebraic extensions

Proposition 3.30. Let R,o be a difference field and E = R[x]/(z% — ¢) an alge-
braic extension of R such that o(x) = ax where Vo o(R) has no nonzero elements and
consty(R) = const,(E). Then E is a simple difference ring.

Proof. We need to show that (z? — ¢) is a maximal difference ideal in R[xz]. Let I be a
proper difference ideal of R[z] which contains (z¢ — ¢). Since R[x] is a principal ideal
domain, I = (p) for some p € R[z]. Write p = 2% + >, . piz® where k = deg(p).
Now,
o(p(x)) = a¥z* + Z o(pi)a‘z’.
0<i<k

is alsoin I, so p(z) | o(p(x)). The polynomials p(z) and o(p(x)) have the same degree.
Matching the coefficients of the degree k terms, we get a*p(z) = o(p(x)). Comparing
coefficients of terms with degree ¢ for ¢ = 0,...,k — 1, we have the set of equations

o(pi) = aF~ip;.

If p; # 0 for some 1 <i < k, then o(£—) = “k_z and we have a new constant. Since

const, (E) = const,(R), we conclude that the coefficients p; are zero fori = 1,. .., k—1.
Then p = zF — py, for some pg € R where o(py) = a*py. By Theorem 3.28, a is a
o-radical over R where o(c) = a%c. This d is minimal, since if there was an integer
e < d such that o(w) = a®w for some w € R, then 2°/w would be a new constant in E.
Recall from Lemma 2.27 that the exponents n € Z for which a satisfies the first-order
linear homogeneous equation o(g) = a"g for g € R form a Z-module. Then d | k and
po = A\e¥/? for some constant X. Now, we have z¢ — ¢ | ¥ — pg. Hence I = (2% — ¢),
proving the claim that (z% — ¢) is a maximal difference ideal in R[z]. O

k—i

A ring R with an idempotent e € R can be decomposed as R ~ Re® R(1 —e). The
extensions we are interested in have such a decomposition.
Ezxample 3.31. Take R = Q(n)[e] with o(n) = n+ 1 and o(e) = —e, where e behaves
like (—1)". Since ((—1)")? = 1, the indeterminate e satisfies the polynomial z2 — 1 €
Q(n)[z], which factors into linear factors z — 1 and x + 1 over Q(n). Then, we have

R~ Q(n)[z]/(z* — 1) = Q(n)[z]/(z — 1) ® Q(n)[z]/(z + 1).

Note that ey = % and e; = _62"'1 are idempotents in R. Since 1 = ey + e; and

epe1r = 0, we also have the decomposition R ~ Q(n)eg @ Q(n)e;.

The decomposition given by idempotents interacts with the difference automorphism
o to create a very useful structure. The following lemma is needed for the proof of the
structure theorem.

Lemma 3.32. A simple difference ring has no nilpotent elements.

Proof. Let I be the ideal of all nilpotent elements of a simple difference ring R, o. Let
r € I, then there exists k € N such that 7% = 0. Since 0 = ¢(0) = o(r*) = o(r)¥, it
follows that o(r) is also nilpotent. Hence, I is a difference ideal. Then I is either R
or (0). It cannot be R because R contains 1, so I is (0). O
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3. Algebraic extensions for summation in finite terms

The following theorem gives a decomposition of a difference ring R into integral
domains. This decomposition plays a central role in the reduction of the problem of
solving linear difference equations over R to domains where Karr’s algorithms can be
applied.

Theorem 3.33. |78, Corollary 1.16] and [36, Lemma 6.8|

Let (K,0,06) be a D-field with o an automorphism of K, R be a finitely generated
simple difference ring and a D-ring extension of K. Then, there exist idempotents
€0,---,ed—1 € R for d > 0 such that

(a) R=Ro® - @ Ryq_1 where R; = ¢;R,

(b) o(ei) = €it1 (mod d) S0 0 maps R; isomorphically onto Ri i1 (mod 4y and o leaves
each R; invariant.

(c) For eachi, R; is a domain, a simple difference ring and a D-ring extension of e; K
with respect to o¢.

The theorem can be proven with an argument identical to that of Proof 2 of Corollary
1.16 from |78, page 12]. The main difference is that we only require R to be a simple
difference ring, not a Picard-Vessiot ring and the field of constants is not algebraically
closed. In Corollary 1.16 of [78], the latter condition is used only to show that R; is a
Picard-Vessiot extension of e; K. Hence, this condition is not relevant for our purpose.

Proof. The ring R has no nilpotent elements by Lemma 3.32 and is finitely generated.
We can write (0) = No<i<ali, where I; are prime ideals of R. Since the I; are distinct
and I; 2 Njxl; for 0 <7 < d, this is a minimal representation. By Theorem 3.10 this
decomposition is unique.

For each 1, ﬂjzoaj (I;) is a difference ideal. Since R is simple, this intersection must
be (0). We have {I;,0(L;),...,0% 7 (I;)} = {Io, r,...,I4—1} by the uniqueness of the
minimal decomposition. We can assume that o(I;) = I;11 (mod 4) after renumbering
the indices.

Let S; = R/I;. We want to show that S; is a difference ring with respect to o, Let
J; = {r €ER ‘ ol(r) e I } for 0 <4 < d. For each 7, J; is a prime ideal. To see this
take rs € J;. Then o%(rs) = o%(r)o?(s) € I;. Since I; is prime, either o?(r) € I; or
O’d(S) € I;. Which implies either r € J; or s € J;. Note that J; D I; for each i. Now
Mo<i<aJi is a proper difference ideal of R, hence it must be (0). By the uniqueness of
the minimal decomposition, .J; = I; for each i. Hence r € I; if and only if ¢%(r) € I;,
so S; = R/I; is a difference ring with respect to .

Let m; : R — S; be the canonical homomorphism. Note that ¢ induces an isomor-
phism o; : S; — Siq1.

In order to show that S; is a simple difference ring for each i with respect to o?, we
claim that there is no proper o%invariant difference ideal J; of R properly containing
I;. Let J; be such an ideal and consider ﬂgngGi(Ji). This is a proper difference ideal
of R with respect to o, hence it must be (0). Then we also have No<;<qo®(J;) C I.
Since the I; are prime we must have that for some 0 < k < d, o*(I;) C o*(J;) C L.

36



3.2. Structure of algebraic extensions

This implies I; 11 (mod ) = i, which can only happen if £ = 0. Then J; = [;, which is
a contradiction. Hence S; is a simple difference ring with respect to o¢.

Now we need to show that R is a direct sum of S;’s for 0 < ¢ < d. For i # j,
Ii + 1 is a o invariant difference ideal. Since there is no proper o%invariant dif-
ference ideal of R properly containing I; as shown above, I; + I; must be all of R.
Then I; are pairwise comaximal, that is, I; +I; = R for ¢ # j and Theorem 3.5
implies that the map 7 : R — @o<i<qS; given by n(r) = (mo(r), m1(r),..., 7g—1(r))
is a ring isomorphism. The ring ©p<;<¢5; is also a difference ring with the auto-

morphism &(rg,...,r4—1) = (04—1(ra—1),00(r0), .-, 04—2(rq—2)). This makes 7 a K-
isomorphism of difference rings. Letting R; = 7~1(S;) and ¢; = 7~ 1(1;) where 1; is
the identity of S;, we get the conclusions of the theorem. O

This structure carries over to the ring of quotients of R.

Corollary 3.34 (Corollary 6.9 in [36]). Let K, R, R; and e; be as in Theorem 3.33
and E the ring of quotients of R. Then E = Ey & ---® Eq_1 where E; is the quotient
field of R;.

An important special case is when a II3-field F o is extended by an indeterminate
t with o(t) = (t where ( is an n-th root of unity.

Corollary 3.35. Let F,o be a I1X-field over a constant field K, k € F such that
o(k) =k+1, ¢ € K a primitive n-th root of unity and F[t],c an extension of F,o
where t models C*. Then there are idempotents e; € F[t] such that

r— ¢
€; = II =
0<j<n =
jZ—i (mod n)
and
Flt] = @ F;, where F; = ¢;F ~ F[X]/(X — (") ~ F.
0<j<n

Moreover, o(e;) = €;11 (mod n) S0 0 maps Fy isomorphically to Fi 1 (mod n)y and o”
leaves each F; invariant.

Proof. Since t represents (¥, we have o(t) = ¢t and " = (¢*)" = 1. Then the minimal
polynomial of the extension is X — 1 € F[X]. This polynomial splits into linear
factors because ¢ € K. Now X" —1 = [[,;,(X — ¢’) and we have the isomorphism

m:F[X] > @ FIX]/(X—¢")

0<j<n

p— (p(1), p(¢" ), p(¢"73), ..., p(C))

Note that e; is simply a Lagrange interpolant and w(e;) is 1 € F; if j = ¢ and
0 € F} for j #i. The e; are ordered to satisfy the cyclic permutation of Theorem 3.33.
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3. Algebraic extensions for summation in finite terms

Namely,
(o= ¢ z— ¢!
o(e;) = H i 5 H il —7 = Ci+l-
0<j<n Cn - C] 0<j<n Cn () — C]
jZ—1i (mod n) jZ—i (mod n)

From the definition of o it is easy to see that o™ (F;) = F;.
O

Ezample 3.36. Take R = Q((¢)(k)[e] with o(k) = k41 and o(e) = (e, where e behaves
like ¢* with ¢ a 3rd root of unity. Then (Ck)S = 1 and e satisfies the polynomial
23 — 1€ Q(¢)(k)[z]. Now, we have

R~ Q(O)(k)[a]/{® = 1),
~ Q(Q)(F)[z]/(z — 1) ® Q) (k)[a] /(& — ¢*) @ Q¢) (k) [a] /{z — ).
The idempotents e; are given by

e?+e+1 Ce? +Ce+1
€0 = 3 , €1 =

Ce? +(Pe+1
and g = >—2>——.
3 3

This decomposition, while providing the basis to build towers on an algebraic ex-
tension, also gives a description of the operator matrices that arise when solving the
equation (z) — fz = g. Recall that the operator matrix on the left hand side was
given by op(cl) + My (f). If the basis is chosen as above, o}, is a simple permutation
matrix that cyclically shifts each coordinate to right. For example,

0 1 0 01
op = forn=2andop,= 1 0 0 for n = 3.
Lo 010

Let f, = (fo,...,fa1)T. Since the basis e; is orthogonal, that is eie; = 0 when
i # j, the matrix My(f) is a diagonal matrix where the entries on the diagonal are
fos-- ., fn. Hence, the matrix A, y = on(0l) + My(f) has only two nonzero entries
per row. It can easily be computed explicitly. For instance,

_f _fO 0 g
( 00 :} > for n = 2 and c —fi O for n = 3.
! 0 o —fa

The general form for f € E and n € N is given by A,, ¢ = (ai;)o<i,j<n Where
a;; = —fi

Qit1,i (modn) =0 fori=0,...,n—1, and (3.3)
a; ; = 0 otherwise.
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3.2. Structure of algebraic extensions

The system obtained from this matrix will have two variables in each equation.
Recall from Example 3.26, with f = —1 and n = 2, the equations were

—20 + o(21) = go,
o(z0) — 21 = g1-
In order to solve this system, it should be transformed to have a single variable in each
equation. In other words, it should be uncoupled.

Using the structure of A, ¢, we can write a transformation matrix to convert the
system to a more suitable form. For the operator matrix from Example 3.26, we have

(D0 2)=(7" )

When f = —1, like all indefinite summation problems, this transform can be used.
However, for general f in the extension ring £ and n = 2, we need the following
transform

( U(‘fl) O'(l}o) ) < _Ofo :fl > B < UQ_JS)U(fl) UQ_f(fo)fl )

For n = 3, we have the following

*(f1)o(f2) o? o*(f1)o ~fo 0 o
o*(fa)o  o(fo)o?(f2) o? o —-fi 0 =
o’ a*(fo)o  o*(fo)a(f1) 0 o —f
o® — foo? (f1)o(f2) 0
0 0% — o (fo) fro?(f2) 0
0 0 o —a*(fo)o(f1)f2

For arbitrary n € N we can write T}, = (¢; j)o<i j<n Where

n—k—1 i—j (mod n
lij = H o (fit14k (modn)) | 077 ( ),
0<k<j—i—1 (mod n)

The uncoupled matrix T, y A,  has the entries

o — H Un_k_l (fi+1+k (mod n)) )

0<k<n—1

on the i-th place of the diagonal and zeroes elsewhere.

Hence, the systems of first-order linear equations obtained by reducing the problem
to a transcendental extension can be solved without the need for a general uncoupling
algorithm.
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3. Algebraic extensions for summation in finite terms

3.3. Extensions of algebraic extensions

In many applications, building further extensions on top of an algebraic extension is
necessary. For example, to simplify the sum

i=1 j=1

we need to model the summand (_Z.l)i 23:1 (_jl)j in a difference field. The inner sum

23:1 (_jl)] satisfies the first-order equatiop o(t)=t— (;rlfl. In this case, keeping the
algebraic extension which represents (—1)* on top of the tower is not possible. The
equation modeling this sum depends on (—1)" and the corresponding extension for this

sum must come after the one for (—1)°.

Recall from Theorem 2.17 that an inhomogeneous extension of a difference field is
first-order linear. That is, the extension is transcendental and does not introduce any
new constants. This theorem holds even when the base of the extension is a difference
ring with zero divisors. Theorem 2.10 provides a way to check if a certain extension is
inhomogeneous by looking for a solution in the base ring. This theorem also holds for
difference extensions over rings. Hence, we have an algorithmic method to verify if an
extension on a tower containing an algebraic extension is first-order linear as well.

Example 3.37. For the summand (_il)i Zj.:l (_jl)j, we construct the difference ring

R =Q(i)[e]/(e* — 1) where o(i) =i+ 1 and o(e) = —e. The difference equation

e
141

o(g)—g=

does not have a solution in . Hence, the extension R[s], o of R, o where o(s) = s— 5
is first-order linear.
The code to perform this computation is available in Example A.5.

Now we investigate the structure of a transcendental extension over a difference
ring with the decomposition described in the previous section. Our aim is to keep
this decomposition intact and represent this extension as a transcendental extension
on each component.

Example 3.38. We wish to extend R from the previous example with a new indeter-

minate s such that o(s) = s — {5, where s represents the sum » ", (].1)]. Take
(ep, e1) to be the basis for R described in Corollary 3.35. Writing s = speg + si1e; and

e = ey — e1, we have

o(speo + s1e1) = o(so)er + o(s1)eg
—€0 €1
1+ 1 * i+1

= Spep + S1€1 +
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3.3. Extensions of algebraic extensions

Comparing coefficients of e; to isolate the shift behavior of each component of s, we
find

(7(80) = 51 +7Z 1,
gl\s S .
! 0 1+ 1

Since the action of o on the components of the new indeterminate s is not compatible
with this view of the new extension, difference equations over this extension cannot
be solved using the method described in Section 3.1. However, it is possible to find a
new extension which contains an element h with the shift behavior o(h) = —h + 14%1
and the same action of ¢ on the indeterminates added to the component fields.

Ezample 3.39. Take o(h) = —h + —=, so = h and s; = —h. Then

S
(s0) = o(h) = —h+ —
7o) = o) = i1

1
U(SI)ZG(_h):h_i—i—l

The extension R[h],o with o(h) = —h+ —L= contains the element s = heg — he; = eh,

, i+
which models the sum 22:1 (_jl)].

The following lemma describes how to find the action of o on the new variable h.

Lemma 3.40. Let F,o be a I1X-field over a constant field K such that there exists
k € F where o(k) = k+ 1. Let ( € K be primitive n-th root of unity and Fle],o a
difference ring extension of F,o where e models C¥. If Fle][t],o is a difference ring
extension of Fle],o where o(t) =t + be! with b € F* and 0 < i < n, then

(Fle][t], o) = (F[t][z]/(z" = 1), )
where 5(t) = (T4 (t +b).

Proof. Using Corollary 3.35, we can view Fle] as F[z]|/(z" — 1).
As rings, (Fx]/(z™ — 1))[t] ~ Ft][z]/{=™ — 1). Let

¢ (Flal/ (2" = 1))[t] — Flt]fx]/ (" = 1)

be the ring isomorphism where ¢(z) = z and ¢(t) = xt. We need to show that
e(o(f)) = a(e(f)) for f e (Flz]/(x™ — 1))[t]. Since f is a polynomial in ¢, and o is
an automorphism on the polynomial ring (Flx]/(z"™ — 1))[t] it is enough to consider
f =t. Now, we have

©(o(t)) = @(t + bz') = tz' + ba’
(D) = (a4 b) = 5(at) = ().

Hence ¢ is a difference ring isomorphism. O
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3. Algebraic extensions for summation in finite terms

This can be extended to the ring of quotients in the usual way to get an isomorphism
between (Q(Fle][t]),o) and (F(t)[z]/(z™ — 1),5). Note that Q(F(t)[x]/{(z" — 1)) =
F(t)[x](z™ — 1) by Corollary 3.34.

Ezxample 3.41. Matching the previous example to the statement of the lemma, we have

C:_Lizlandb:k—il. Then 5‘(h):—1(h+%+1)'

Note that Lemma 3.40 makes no claims on the extension being transcendental or
introducing new constants. If the equation o(t) = ¢ + be' already has a solution in
Fle], then F[t] will not be a first-order linear extension.

Theorem 3.42. Let F,o be a II1X-field over a constant field K such that there exists
k € F where o(k) = k+ 1. Let ( € K be a primitive n-th root of unity and Fle|,o
a difference ring extension of F,o where e models C*. If F[e][t],o is a difference ring
extension of Fle],o where o(t) =t+ B with 3 =3,,_, bie" € Fle], then

(F[e][t]a U) - (F[tlv ce 7tn—1”x]/<xn - 1>76)

where &(t;) = (T4 (t; + b;) for 1 <i < n.
Proof. Following Lemma 3.40, we have the difference ring isomorphisms

Yi : (Flellti), o) — (F[t][x] /(2" = 1), 7)
where o(t;) = t; + biz® and &(t;) = ((t; + b;) with ;(t;) = 2't;. Let 1 be the
difference ring isomorphism

v (Flellti, ... th—1],0) = (F[t1, ..., th—1][x]/{z" = 1),05)

defined by 1 (t;) = 1;(t;). Take 7w to be the embedding

w: (Fle]t],o) — (F(e)[t1,...,tn-1],0)
such that m: ¢t — t1 +--- + ¢,,—1. Note that

o(r(t) =o( > ti)= Y (ti+bia')=n(t+8)=r(a(t)).
1<i<n 1<i<n

Therefore 7 is a difference ring embedding. Then ¢ = v o 7 is the required difference
ring embedding. O

This structure can be used to solve first-order difference equations.

Proposition 3.43. Let F,o be a IIX-field over a constant field K such that there
exists k € F where o(k) = k+ 1. Let ¢ € K be a primitive n-th root of unity
and Fle],o a difference ring extension of F,o where e models C*. Let Fe][t],o be a
difference ring extension of Fle],o where o(t) =t + 8 with 8 = 3, ,_, bix" € Fle]
and J ={i€N|b; #0 } = {j1,72,- -, Jm}- Suppose that

al(b;
o (w) —w = Z de((lil)) (3.4)

0<i<n
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3.3. Extensions of algebraic extensions

has no solution in F(t;,...,t;, ,),0 where o(t;,) = (7J4(t;, + b;,) for any d =
1,...,m. Then there is an algorithm to find g € Q( [e][t]) such that

o(g) —ag=f
for any a € Q(F[e][t])* and f € Q(Fe][t]).

Proof. By Theorem 3.42 and Corollary 3.34, we can view Q(F'[e][t]) as a finite-dimensional
algebra over F(t;,,...,t;, ). We can transform o(g) — ag = f to the system of differ-
ence equations

(On(ol) + Mp(f))2b = 9b

using Theorem 3.24. When this matrix is uncoupled the equation we need, to solve
becomes

" (g0) — H ot (14 (mod n)) 90 =
0<k<n—1

Z H O-nikil (alJrk (mod n)) Unijfl‘ (35)

0<l<n—1 \0<k<j—i—1 (mod n)

Since at each step d = 1,...,m, Equation (3.4) for i = j,,+1 does not have a solution
in F(tj,...,tj, ,), this extension is inhomogeneous. By Theorem 2.10, this is a ¥
extension with respect to ™. Then we can solve Equation (3.5) over F(tj,,...,t;,,)
and reconstruct the solutions in Q(F'[e][t]). O

Example 3.44. We try to find a simpler form for the sum
n )

—1)* —1)J
y=3 5D

i=1 =

which arises in physics applications [1]. In Example 3.39, we saw that

(Q(0)e][s], o) ~ (Q(0)[hl[e], 7),

where o(s) = s — ;7 and 6(h) = —h — th Now, we need to solve

olg) =g =53

over Q(Q(i)[e][s]). This is equivalent to solving

a?(g0) — 90 = % +o <h>

7

over Q(2)[h][e].
Code available in Example A.7.
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3.4. Creative telescoping over algebraic extensions

The creative telescoping method, briefly explained at the end of the introduction to
Chapter 2, to simplify definite sums was introduced by Zeilberger [83]. The core of
this approach is to solve the equation

o(g) —g=cofo+ -+ ck1fr1 (3.6)

for ¢1,...,cp—1 and g when fi,..., fr_1 are given. If the f; are in a I1X-field F, Karr’s
algorithm already provides a method to find ¢; € const,(F) and g € F. This was
noted first by Schneider [62, Section 1.3 and 4.3].

Karr stumbled upon this problem because going down a IIY tower recursively to
solve o(g) — g = f leads to more terms on the right hand side, similar to the way a
more general form of the multiplicative analogue had to be treated in Section 2.2.2.
In this section, we will describe how to solve the equation (3.6) over an algebraic
extension of a II¥-field. Our motivation is to solve definite summation problems only,
since indefinite summation problems in towers built on algebraic extensions can still
be solved using the method of the previous section. This case is explained in more
detail in Section 3.3.

Let F, o be an algebraic extension of a difference ring R, o of order n. Take b to be
the basis of F as an R-module formed by the idempotents described in Section 3.2.
Given fi,..., fr—1,a4 € E, we want to find g € S and ¢1,...,cx_1 € consty(S) such
that Equation (3.6) is satisfied. Writing this equation in the basis b, we get

(ob(aI) —1I) g = Mp(co)(fo)b + - + Mp(cr—1)(fr=1)b-

The coefficients ¢; correspond to the column vector (¢, . . . ,ci)T in the basis b, since
¢i € R. Then the matrices My(c;), representing multiplication by ¢; are diagonal
matrices with all entries on the diagonal equal to ¢;. Now, the equation in basis b
becomes

(on(al) = 1) gb = co(fo)b + -+ + ck—1(fe—1)b- (3.7)

In order to apply Karr’s algorithm to this problem, the left side still needs to be
uncoupled. Applying the transformation matrix 7}, ;1 from Section 3.2, we get

o —1 0 0 90
0 o —1 0 g1
0 0 o —1 Jn—1

fio+ Yigjen 0" (fig)
Z fig+ 21§j<n "I (fij+1 (mod n))
C; .
0<i<k o
fin—1+21<j<cn 0" (fij=1 (mod n))

44



3.4. Creative telescoping over algebraic extensions

To find the solutions g € E and ¢y, . ..,ck_1 € const,(F), it is enough to solve only
one equation from this system. Once one coordinate of ¢ is known, the others can be
obtained by substituting this value in the original equations obtained from (3.7). The
right hand side of these equations are explicitly stated in (3.3). For example, if gg is
known, g1 can be obtained from

g1=0(g0) = Y cifio:
0<i<k
Example 3.45. Consider the sum
0<i<n !
where HZ(2) = Z1§j <itl ]% denotes the harmonic numbers of second order. The
summand can be represented in the difference ring E = Q(i,b, h)[t]/(t> — 1), where

o(i)=1i+1, o(b) = ?T_fb, and o(h) = h+ ﬁ

The equation o(g) — g = thb does not have a solution in E. Hence, there is no
antidifference for this summand. Though, the creative telescoping method can be
used by adding a second term to the right hand side, the summand shifted by 1 with
respect to n. Then, the equation becomes

n+1
— g = cothb ————thb | .
o(9) —g=co +61<n+1_2. >
When uncoupled, this is transformed to the system
9 n+1 n+1
—go = co (hb—o(hb ————hb—o(————hb) | .
7a0) =0 = o (kb= o8 +x (5T h = o

We get the nontrivial solution

bhi? b

g0 P R cg =n, and 1 n
Then, we have g; by
n+1
= hb ——hb
91 = 0(g0) + co )+01(n+1_i )
bhi? b 1)?
—o| —- ¢ _ +nhb—(n+7),hb
t1—mn—1 n+1 n+1—1

bhi? n b
i—nm—1 n+1

A H;i? 1
— _1’L+1 n g
9= (7, i—n—1+n+1

The commands used for the computations in this example are listed in Example
A.6.

Hence,
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4. Nullspace computation over rational
function fields

This chapter, based on joint work with Arne Storjohann, presents two algorithms
for computation of nullspaces of matrices over Q(z). This is a common bottleneck
in symbolic summation algorithms, especially hypergeometric summation methods as
described briefly in the introduction to Chapter 2. Experiments based on implemen-
tations of these in the Sage computer algebra system suggest that a combination of
homomorphic imaging and early termination strategies outperforms previous imple-
mentations present in established computer algebra systems or specialized packages
for symbolic summation.

The problem

Symbolic summation methods, either based on the WZ-Fasenmyer paradigm [29,80,81]
or Karr’s algorithm [41], reduce the given summation problem to finding vectors in
the nullspace of a matrix over a rational function field with one or more variables. For
small examples, this reformulation leads to matrices that can be solved easily with
classical methods. However, even moderately large summation problems can get stuck
at this phase due to intermediate expression swell.

For example, we show how the problem of finding a recurrence for a hypergeometric
function

F(k,i,j,X) = <§> <Z> L =ikl = (x4 y + 2)F

with X = (z,y,z), can be transformed to a nullspace computation over Q(z,y, z)
using Fasenmyer’s method. We first make an Ansatz for the structure set

S ={(0,0,0),(1,0,0),(1,0,1),(1,1,1)}

and write

Z p(a,b,c)(k7i7j)F<k_a7i_b7j_CaX) =0 (41)
(a,b,c)ES

for unknown p(k,i,7) € Q[k,i,7]. Since F' is hypergeometric in all variables, dividing
this equation by F(k,i,j, X) yields

Z P(ab,c) (k7 i j)r(a,b,c) (k, U Js X) =0
(a,b,c)eS
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4. Nullspace computation over rational function fields

with 744 ) (k, 4,7, X) € Q(k,i,j,X). Clearing denominators and comparing coeffi-
cients of monomials in X leads to the system of equations described by the matrix

z 1 0 O
M=10 —y 2z 0
0 0 —z vy

Any vector in the nullspace of M gives a set of coefficients p(, ) (k, 7, j) for (a,b,c) in
the structure set S such that Equation (4.1) holds.

Note that linearly independent vectors in the nullspace do not necessarily lead to
independent solutions of this equation, since this reformulation of the problem does
not take the shift operators into account.

In this case, the nullspace has dimension one. It is generated by the vector

N:(l —z =y —ZL‘)T

Substituting the values of the coefficients p(,5 ) with the corresponding entries of N,
we obtain the recurrence

F(k,i,j)—2F(k—1,i,5) —yF(k—1,i,j — 1) —aF(k—1,i— 1,5 — 1) = 0.

With this approach free variables in the recurrence (4.1), the variables which are not
shifted, end up in the matrix formed by coefficient comparison. Generally, for other
summation problems as well, the matrix M contains the parameters which are not
summation variables.

We concentrate on the case where the matrix M depends only on one variable
with the aim of using this as a base case for multivariate problems. The algorithms
we describe take a matrix M € Z[z]"*(™+™) of rank n as input and return N €
Q(x)(”+m)xm, a right nullspace of M, as output. In particular, we are interested in
matrices where n and m are typically large and the degree of M, that is, the maximum
degree of its entries, is low. Since these matrices are generated by summation problems,
they have an inherent structure and the degree of the entries in the nullspace IV is low.

For example, while computing a recurrence in n for the expression

(D)@ (TPTAT(A 4 DD (k + 1+ s + 2)s!
(k+1+1)(n+ D1 +s+2)T0(k+1+5+3)

using Wegschaider’s Mathematica package [80], we obtain a matrix M with n = 112,
m = 19, degree 3, and coefficients with maximum 32 bits. Entries in the nullspace N
for this matrix have degree 15 again with maximum 32-bit coefficients.

Other approaches

One of the classical approaches to this problem is Gaussian elimination with heuristic
pivoting strategies such as Markowitz pivoting. It is well known that intermediate ex-
pressions obtained in the process of Gaussian elimination grow rapidly. Coupled with
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4.1. Outline of approach

the complexity of rational function arithmetic, this becomes an important obstacle.
Choosing pivots that reduce the fill-in at each step, for example the row with the least
number of nonzero entries, or minimize coefficient growth can help control interme-
diate expression swell. Indeed, this is the method used by Axel Riese’s Mathematica
implementation.

Another classical method is to use fraction-free elimination [12| in order to avoid
rational function arithmetic. However, this elimination strategy has shortcomings
when the input matrix has many zero entries [48] and the degrees of the intermediate
polynomials still grow large.

In this chapter we report on implementations of two algorithms based on modern
computer algebra methods to avoid intermediate expression swell. These approaches
make essential use of many asymptotically fast methods for integers and polynomials,
including not only multiplication, but also radix conversion, interpolation, rational
function and number reconstruction. The single problem of computing a nullspace over
Q(x) thus provides a good test of, and should motivate the further development of,
highly optimized libraries such as GMP [35], FFLAS [26], FLINT [37] and zn__poly [38|.

4.1. Outline of approach

Both approaches we present share a common framework to reduce the problem of
computing a right nullspace of an arbitrary rank and shape matrix M over Q(x) to
that of computing the nullspace of a full row rank matrix [A | B] € Q(z)"*("+™) with
A€ Qz)™", B € Q(xz)™™, and A nonsingular. We also assume that the entries of
A and B are actually over Z[z]. This step can be performed in a straightforward
manner using a Monte Carlo algorithm. To find a set of rows and columns which give
a full rank square minor A, we first clear denominators in the matrix and reduce the
coefficients modulo a random word-size prime p. By evaluating these entries we obtain
a matrix A over Zy. The rows and columns which give a full rank minor of A will lead
to a full rank minor of M with high probability.

The problem is further reduced to compute a nullspace over Z,(z) by reducing the
coefficients in the entries of the matrix [A|B]| modulo a word-size prime p. The
modular images for the result are lifted to Q[z].

To use homomorphic imaging we need to ensure consistent images after the reduc-
tion to prime modulus. This preprocessing step ensures that the matrix [A|B] €
Z[z]™("*+™) has a canonical nullspace basis

sA7'B
(n+m)xm
{ — ]GQM :

where the scaling polynomial s € Q[z], a factor of det A, is used to clear denominators
from A~'B € Q(x). The pair (s, sA~!B) is computed modulo various word-size primes
p and the final result over Q[z] is recovered using Chinese remaindering and, if needed,
rational number reconstruction.
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4. Nullspace computation over rational function fields

Bound for Chinese remaindering over Z|[z]

To make sure the result obtained from homomorphic imaging is correct, we need a
bound on the size of the coefficients for the polynomials that occur in the answer.
If A= (a;;) is an n x n matrix over Z, Hadamard’s inequality states that

2

|detA| < ﬁilai’jp EH(A)

i=1j=1

Now let A(z) = (A;;(x)) be a matrix over Z[z]. Let ag,a1,..., be the coefficients
of the polynomial representation of det A(x). If W = (wj;), where w;; denotes the
sum of the absolute values of the coefficients of A; ;j(z), then

(S ack)” < mow),

Therefore, H(W') provides a bound for the coefficients of the determinant s and the
matrix sA™!B.

Note that it is possible to use early termination strategies at this step. For example,
the strategy described in [20] can be adapted to the polynomial setting.

Two approaches to compute a canonical nullspace

We have implemented two different core computational routines using this framework
to compute a suitable tuple (s, sA~1B). The first one based on z-adic Dixon lifting to
utilize BLAS based optimization is described in Section 4.2, and the second one using
the outer product adjoint formula [76] in Section 4.3. We briefly summarize these two
approaches here.

Output sensitive z-adic lifting

We compute (s, sA™!B) mod p € Z,[x] using z-adic lifting, with an output sen-
sitive approach that performs lifting up to max(deg s, deg sA~!B) instead of the
a priori degree bound nd. Here, s will be a monic divisor, possibly proper, of
det A, and the final recovery of the result over Q[z] requires rational number
reconstruction as well as Chinese remaindering. The lifting can be reduced to
calling the FFLAS [26] library to perform multiply-add operations, which are
implemented efficiently using hardware floating point arithmetic. The asymp-
totic cost of computing each image is O™ (n3md) operations modulo p. Due to
the structure of the input matrices, using an output sensitive approach both for
the z-adic lifting and Chinese remaindering greatly improves the performance of
this method.

Nullspace via outer product adjoint formula
We compute (det A, (det A)A™'B) mod p € Z,[z] using the outer product ad-
joint formula approach of [76]. The cost of computing each image is O"(n3d +
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4.2. BLAS optimized output sensitive z-adic lifting

n?md) operations modulo p. The outer product formula requires us to work
with a preconditioned matrix whose adjoint has degrees (n — 1)d. This hides
the structure of the inputs and prevents effective use of an early termination
strategy.

4.2. BLAS optimized output sensitive z-adic lifting

We will describe a variation of linear x-adic lifting |21, 25| that reduces almost all the
computation to BLAS matrix operations to solve a linear system Av = B over Zpy[z]
where p is a word size prime. Recall that A € Z3*" and B € Z;*™. The solution
matrix v will have rational function entries in Z,(x).

For this procedure we need the condition z1 det(A). In case this is not true, we
consider A(x + a), where a € Zj is chosen randomly. This transformation can be
reversed at the end of the computation by evaluating at « — a.

The z-adic lifting algorithm first determines the inverse C' of the matrix A modulo
x using classical methods. That is, we find CA = I (mod z) with matrix inversion
over Z,. This can be done in O(n?) steps. Next, an x-adic approximation, z € Z,|[z]],
for v is computed incrementally. Consider the matrices b; and z; where by = B and
29 = Cby (mod z). The solution z = zp+ 21z +. .. is lifted at each step by computing

biv1 =2 '(b; — Az;), and
zi+1 = Cbix1 (mod z).

Note that (b; —Az;) = A(Cb;—z;) =0 (mod ), so the entries of b; 1 are polynomials.
Now, let z(¥) = > 0<i<k zix'. We have

Az(k) = Z :EiAZi = Z xi(zi — .IZ/L'+1) =by — .kak

0<i<k 0<i<k

Hence, Az*) = B (mod z¥).

Let d = deg(A) and e = deg(B). In the equality Av = B, the numerators of
the entries of v have degree bounded by N = (n — 1)d + e and the degrees of the
denominators are bounded by D = nd. In order to recover the matrix v correctly
from the approximation z(¥) using rational function reconstruction, k should satisfy
k>N+D.

Now we describe the core algorithm which reduces the lifting step to multiply-add
operations implemented in BLAS libraries. We assume that p satisfies n(p —1)2 4+ p <
253 — 1, thus meeting the precondition for use of BLAS routines for matrix operations
over Zy.

We can write A and B, and the linear system Av = B, as matrix polynomials

A B

(Ag + Ay + Aoz + - + Agz®v) = (Bo + Biz + - - - + Box®) . (4.2)
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4. Nullspace computation over rational function fields

By computing the inverse of Ag € Z;*", and multiplying both sides of (4.2) by this
inverse, we may assume, without loss of generality, that the constant coefficient Ag of
A is equal to I,. Also, for convenience, and without loss of generality, by negating
Ay, As, ..., Ay, we will write the equation with the +’s in the left hand side replaced
by —’s:

A b
(I — Ayz — Agz® — - — Agz®yv = (Bo + Biz + - - - + Box®). (4.3)

We will compute the z-adic expansion of the solution v of (4.3) up to order xV+P+1,

Let 20,...,2N4+p € Zy ™ such that z; = B; for i = 0,...,e and z; = 0 for i > e. Note
that initially the first e + 1 vectors z1, 2o, ..., ze correspond to the right hand side of
(4.3). The following code modifies the z; in-place.

N:=(n—-1d+e
D :=nd
fori=0to N+ D
dofor j=1tod
doifi+j<N+D
then Zi4j = Zi+j+AjZi

The inner for loop for the variable j performs the lifting step by 1 = 27 1(b; — A%;).
Viewing A as a matrix polynomial, we formulate the polynomial multiplication as
multiplication of the coefficient matrices.

On termination we have

v=20+ 2124+ 2zyyp mod VTP

The cost of this operation is less than 2nd? 4+ de matrix-vector products. The
rational function presentation of the solution can now be obtained via rational function
reconstruction.

The bound N + D for the degree of the series solution is often too pessimistic.
Assume that we only lifted up to k < N + D. It is possible to verify the correctness of
the solution z(*). The rational function reconstruction step fails with an error if there
is no unique rational function representation for the entries of z(¥). In this case, we
increase k and continue with the lifting. Note that the lifting loop allows to reuse the
data that is already computed, so we do not have to start from the beginning. Once
all the entries of z2(¥) have been reconstructed, we can verify that the result is correct
with the following lemma adapted from [20].

Lemma 4.1. Let u € Zy[z] be the least common multiple of the denominators obtained
from rational function reconstruction of the entries of 2% and t = uz(® (mod z*). If

deg(u) deg(B) < k and ndeg(A) deg(t) < k then At = Bd.

Proof. From the lifting process we know that Az*) = B (mod z¥). Multiplying this
equivalence with the denominator u we get At — Bd =0 (mod z*). The degree of the
left hand side is less than k, so we can conclude that At — Bd = 0. O
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4.3. Nullspace via outer product adjoint formula

4.3. Nullspace via outer product adjoint formula

We compute the canonical nullspace (det(A), det(A)A~!B), based on the outer prod-
uct adjoint formula algorithm described in |76].

Recall that the adjoint of an n X n nonsingular matrix A, denoted A2%, satisfies
A4 = det(A)AL. The algorithm presented in [76] computes an efficient representa-
tion of the adjoint, called the outer product adjoint formula. This representation can
be used to compute A2 v for a vector v without having to explicitly write down the
entries of A4,

The Smith form of a nonsingular matrix A € Zp[z]|"*" is given by S = UAV =
Diag(s1,$2,...,8n), where U and V' are unimodular matrices and s; | s;4+1 for 1 <
1 < n. Let v; and w; be column ¢ and row ¢ of V and U respectively, for 1 < i < n.
Inverting both sides of the equation S = UAV, multiplying by s,, gives

s S S
sp A7 = V(snS_l)U = Loty + ——Up_qUn_1 + - + —vU].
n n—1 S1
Here v;u;, where v; is a column vector and u; is a row vector, denotes the outer product.
Since each outer product v;u; is scaled by s, /s;, this equation will still hold modulo
sy, if the entries of v; and u; are reduced modulo s; for 1 < ¢ <n.

nxn

An outer product adjoint formula of a nonsingular A € Z,[x] is a set of tuples

(Sn—i» Un—i» Un—i)o<i<k such that
e the Smith form of A is Diag(1,1,...,1,Sp—k+1,Sn—k+2,---,8n) With 8,11 # 1,

o Uy it1 € (Zpla]/(sn—it1)) " and un_i11 € (Zy[x]/(s5n—is1))" ™ for 0 <i <k,

Sn
Sn—1

o 5, A1 = z—Zvnun + Up1Up_1 + -+ Z—’;vlul (mod sp,).

The algorithm OQuterProductAdjoint from [76] computes an outer product adjoint
formula for a nonsingular matrix A. This formula can be applied to a vector v using
the algorithm OPM in [76] to obtain A*%¥v (mod s,). Now the canonical nullspace
modulo s, can be computed by applying the OPM method to each column of B.

The polynomial s,, will be the determinant of A in our case. Since we can only
compute a result with maximum degree given by deg(det(A)), we apply a preprocessing
step to ensure deg(A) = deg(det(A)). This can be done by making sure that = { det(A),
by shifting the polynomials in A by a random a € Z, if necessary, then reversing the
coefficients of the entries of A, that is considering z%A(1/x) where d = deg(A). The
coeflicients matrix for degree d of the resulting matrix in this case will have full rank,
which will produce a determinant with degree d.

Note that the computational core of this approach relies on fast polynomial arith-
metic over Zp[z]. We use the FLINT library [37] which provides implementations of
asymptotically fast algorithms for arithmetic in Z[z] and Z,[z]. Unfortunately, these
routines cannot match the performance of the BLAS library used for z-adic lifting.
It may be possible to optimize this algorithm faster by reducing more steps to only
coefficient arithmetic over Z,.
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Figure 4.1.: Dataset used for timings

4.4. Performance comparison

We compare the performance of the output sensitive z-adic lifting implementation in
the open source computer algebra system Sage to a custom Mathematica implemen-
tation by Axel Riese and the linalg[nullspace] function of Maple 12. These are
indicated by the labels lifting, EANullSpace, and Maple respectively in the following
table.

The input matrices are generated by the Mathematica package MultiSum [80] for
the problems Cf o, Cg 21, and C7 9p, from [74], using the input provided therein.

‘ lifting EANullSpace  Maple

Csor | 17s 20 s 13 s
Coor | 42s > 1 hour > 1 hour
0772}9 3227 s - -

The following table provides timings to compute a canonical nullspace for a matrix
with random entries of dimension 500 x 600 with the given degree, using z-adic lifting
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4.4. Performance comparison

and the outer product adjoint formula algorithms.

degree | lifting  OPAF
10 5341s 5267 s
20 20461 s 20599 s
30 45879 s 45030 s

These computations were done on a 2.66GHz Intel(R) Xeon(R) X7460 CPU.

Conclusions

The z-adic lifting method is especially well suited to symbolic summation applications
since it allows the use of output sensitive lifting. Instead of the a priori degree bound
nd, lifting is performed up to max(degs,degsA~!B). Empirical evidence suggests
that this degree is considerably lower than the expected degree of the solution matrix.
Moreover, the lifting process can take advantage of various optimizations, including
parallelization, of the underlying BLAS library.

The complexity of the outer product adjoint formula algorithm, O™ (n®d + n?*md), is
better than z-adic lifting. Yet, the outer product formula works with a preconditioned
matrix whose adjoint has degrees (n — 1)d. This hides the structure of the input and
prevents use of an early termination strategy. Even though the performance of this
method on random matrices is asymptotically faster than z-adic lifting, for symbolic
summation problems it is not preferable.
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A. Implementation

We present an implementation of Karr’s symbolic summation framework in the open
source computer algebra system Sage [28,75]. Due to the nature of open source soft-
ware, this allows direct experimentation with the algorithms and structures involved
while taking advantage of the state of the art primitives provided by Sage. Even though
these methods are used behind the scenes in the summation package Sigma [64] and
they were previously implemented in [30], this is the first open source implementation.

Design Issues

Sage provides an algebraic type hierarchy similar to that of Magma. Each algebraic
structure in Sage is represented by a corresponding parent and an element class. This
implementation defines new parent and element classes inheriting from FractionField
and FractionFieldElement respectively to represent 113 -fields and their elements.

These classes define methods corresponding to the subproblems in the algorithms
or mathematical structure at hand. For example, the element methods can compute
o-factorials:

sage: from karr.pi_ sigma field import PiSigmaField
sage: F = PiSigmaField (QQ, 1, 1,’x")

sage: x = F.gen ()

sage: (x+1). sfactorial(—3)

(=x + 1)/(x"2 — 2x%x)

II3-fields can determine the structure of an algebraic extension.

sage: from karr.pi_ sigma field import PiSigmaField
sage: F.<k> = PiSigmaField (QQ, 1, 1)
sage: E.<e> = F.extension((—1,0))
sage: E
Difference Ring with base Quotient of Multivariate Polynomial Ring)\
in e, k over Rational Field by the ideal (e~2 — 1) and \
homomorphism Ring morphism:
From: Multivariate Polynomial Ring in e, k over Rational Field
To: Fraction Field of Multivariate Polynomial Ring in e, k \
over Rational Field
Defn: e |——> —e
k |-——> k + 1

Recent additions to the Sage library also allow the specification of a collection of
methods which can be used for mathematical objects satisfying certain properties.
These category definitions, inspired by those of Aldor or MuPAD, provide a more
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flexible approach to attach the specialized methods expected from elements of 13-
fields to any element class provided by Sage.

Construction of difference fields

In order to construct II3-fields directly, without going through the verification process
to check if the given extension is homogeneous or first-order linear, the PiSigmaExtension
function can be used. This function takes 3 arguments: the base field, and the coeffi-
cients a and 3 where o(t) = at + f3.

sage: from karr.pi_ sigma field import PiSigmaExtension

sage: F.<n> = PiSigmaExtension (QQ, 1, 1)

sage: sigma = F.sigma (); sigma

Ring endomorphism of PiSigmaField with constant field Rational\
Field and tower:

[(n, 1, 1))

Defn: n |[-—> n + 1

sage: sigma(n)

n+ 1

sage: E.<b> = PiSigmaExtension(F, 2, 0)

sage: sigma = E.sigma(); sigma

Ring endomorphism of PiSigmaField with constant field Rational)
Field and tower:

[('n”, 1, 1),
(b7, 2, 0)]
Defn: b |[-—> 2xb
n|—>mn+ 1

In the following examples, this construct is used extensively.

Element methods

The class defining elements of I1¥-fields defines methods to compute properties such
as specification of the equivalence, IT and ¥-regularity [41, Definition 16-17].

Ezxample A.1. Continuing from the previous example, we have:

sage: (n+1).spec(n+3)

2

sage: n.spec(n~2) is None
True

sage: t = nxb+1

sage: t.spec( (sigma~3)(t) )
3

sage: (n+1).pi_regularity (n°2 + 3xn + 2)
sage: (nxb).pi_regularity (2«n"2«b"~2 + 2xnxb"2)

sage: (n+1).sigma_ regularity (n~2 + 4*n + 4)
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3

# . sfactorial () computes the sigma factorial
sage: (nxb).sigma regularity ((nxb). sfactorial (4))
4

For a difference field F,o, let H(F) = {% ’g € F* } Given f1,...,fr € F, we

can compute the set of (ny,...,ng) € Z* such that f{"* f3*--- f;"* € H(F) using the
algorithm described in [41, Theorem §|.

Ezxample A.2. We compute the result from Example 2.28.

sage: from karr.orbit import homogeneous group exponents
sage: fl1 = (n+1)x(n+2)

sage: f2 = (n+2)x(n+3)

sage: f3 = nx(n+1)

sage: homogeneous group exponents(fl, f2 {3, parent=F)

[ 1 0 —1]

[ 0 1 —1]

We can also compute denominator bounds [17,63] and degree bounds [41,65] which
allow us to use the algorithm described in [68] to solve first-order linear difference
equations and find telescopers over I1¥-fields. More precisely, given a I1¥-field (F), o)
with const,(F) = K and ag, a1, f1,---,fn € F, ¢1,...,¢, € K, we can find g € F and
Cly...,cn € K satisfying a10(g) + aog = c1f1 + -+ + enfn. Note that the solutions
form a vector space V C K™ x F.

Difference equations

In the following example, we consider the sum Z?:_ll H? where H; denotes the har-
monic sum » ., % and find an equivalent expression containing only single sums. By
extending the previously defined difference field F = (Q(n), o) with an element h sat-

isfying o(h) = h + %_H, we construct the II¥-field Q(n, ) containing our summand
h? .

sage: H.<h> = PiSigmaExtension(F, 1, 1/(n+1))
sage: h, n = H.gens ()

We call the solve_plde () function, to find g € H such that o(g) —g = h?. The first
argument is the field we work in, H in this case. The second argument is a tuple with
the coefficients (ag,a1). In this case we have (a1, ag) = (1,—1), which we convert to
be elements of H using the Python command map(H, (1, -1)). The last argument
is a list containing the f;’s, where we have only the summand h?.

sage: from karr.plde import solve plde
sage: solve plde(H, map(H, (1, —1)), [h~2])

([1] [h~2+%n — 2xhxn — h + 2xn]
)[01, [ 1]
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A. Implementation

The answer has two matrices, in K2*! and F?*! respectively. A row of the first
matrix contains the ¢; component of a solution, while the corresponding row in the
second matrix gives g. We have ¢; = 1,9 = h?n — 2hn — h + 2n in the first row and
the trivial solution ¢; = 0,9 = 1 in the second row. From the first row we can deduce
that our sum Y7~ ' H? is equal to g(n) — g(1) = H2n — 2H,n — H, + 2n.

Next example reproduces the computations in Example 2.3 of [68], which were used
in the proof of the identity

Soa-sm-amm(}) =1y

k=0
appearing in [54].

sage: K.<n> FractionField (QQ[ 'n

)

']
sage: F.<k> PiSigmaExtension (K, 1, 1)
sage: E.<b> = PiSigmaExtension(F, ((n—k)/(k+1))"3, 0)
sage: H.<h> = PiSigmaExtension(E, 1, 1/(k+1))

sage: f = (bx(1 + hx(—6xk + 3xn)), \

(bx(1 + n)"3%(1 + h*(3 — 6%k + 3*n))) / (I — k + n)"3, \
(bx(1 + n)~3%(2 + n)~3*%(1 + hx(6 — 6xk + 3xn))) / \
(2 + k~2 + k*(—=3 —2%n) + 3%n + n"~2)"3)

sage: C, g = solve plde(H, map(H, (1, —-1)), f)

sage: C.row(0)

(6«n + 6, 12+«n + 18, 6xn + 12)

sage: g.row(0).factor ()

(6) * (k —n—2)"-3% (k—n—-—1)"-3 % (n+ 1) * b *x k™2 % \
(3xhxk~5 — 15xhxk~4xn — 24xhxk~4 + 27xhxk~3%n"2 + \
90xhxk~3*xn + 72xhxk~3 — 24xhxk~2%«n"3 — 120xhxk~2xn~2 —\
195%hxk~2«n — 102xhxk~2 + 12xhxk*n~4 + 78xhxk*n~3 + \
186+hxk+n~2 + 192xhxksn + 72xhxk — 2xk~4 + 12xk~3xn + \
18%k~3 — 27xk~2xn"2 — 84xk"2xn — 63xk~2 + 28+k*n~3 + \
134xk+n~2 + 208xkn + 104xk — 12%n"4 — 78%n"3 — \
186%n"2 — 192%xn — 72)

Note that this is an application of the creative telescoping method and f contains 3
components, S(n), S(n+1) and S(n + 2) where S(n) = ;_,(1 —3(n— Qk)Hk)(Z)S

Examples

This section includes listing corresponding to the examples from the text.
Example A.3. Code from Example 3.26

# (=1)"n H k / binom (n,k)

sage: from karr.pi_ sigma field import PiSigmaField
sage: K = Frac(QQ[’'n’])

sage: F.<k> = PiSigmaField(K, 1, 1)

sage: F.inject variables ()
sage: B.<b> = F.extension (( (n—-k)/(k+1), 0 ))
sage: H.<h> = B.extension ((1,
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sage: from karr.plde import solve plde

sage: C, g = solve plde(H, map(H,(1,0,—-1)), [h/b-H.sigma()(h/b)])

sage: C

[0]

[1]

sage: g[0,0]
1

sage: g[0,1]

(hxk*n 4+ 2xhxk — h*n~2 — 3xhsn — 2«h — k + n + 1)/\
(bxn~2 4 4xbkn + 4xb)

Example A.4. Code from Example 3.29.

sage: from karr.pi_ sigma field import PiSigmaField
sage: F.<n> = PiSigmaField (QQ, 1, 1)

sage: El.<el> = PiSigmaField (F, 4, 0)

sage: E2.<e2> = PiSigmaField (E1, 9, 0)

sage: from karr.orbit import hom group exponents
sage: hom group exponents(E2(6), parent=E2)

2]

sage: from karr.plde import solve plde

sage: solve plde(E2, map(E2,(1,-6)), [E2(0)])

Example A.5. Code from Example 3.37.

sage: from karr.pi_ sigma field import PiSigmaField
sage: F.<k> = PiSigmaField (QQ, 1, 1)

sage: E.<e> = F.extension((—1,0))

sage: from karr.plde import solve plde

sage: solve plde(E, map(E, (1,-1)), [e/(k+1)])

(

(0], [1]

)

Example A.6. Code from Example 3.45.

sage: from karr.pi sigma field import PiSigmaField
sage: K = Frac(QQ[’'n’])

sage: F.<k> = PiSigmaField(K, 1, 1)

sage: F.inject variables ()

Defining k, n

sage: Bl.<bl> = PiSigmaField (F, (n—k)/(k+1),

sage: H.<h> = PiSigmaField (B1, 1, 1/(k+1)"2) # H"(2) {k}
sage: H.inject variables ()

Defining h, bl, k, n

sage: sigma = H.sigma ()

sage: f0 = blxh

0) # binomial (n, k)
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Notation and symbols

sage: fl = (n+1)/(nt+1-k)*f1

sage: from karr.plde import solve plde

sage: C,g = solve plde(H, map(H, (1, 0, —1)), \
map (lambda x: x — sigma(x), [fl, f2]))

sage: C
[ n-n— 1]
[ 0 0]

sage: g.column(0)

((hxblxk~2xn + hxbl+k~2 + blxk — blxn — bl)/\
(=k#n — k + n"2 + 2xn + 1), 1)

sage: sigma(g[0,0]) + nxf0 — (n+1)xfl

(—h*blxk~2*n — hxblxk~2 — blxk + blxn + bl)/\
(=k*n — k + n"2 + 2xn + 1)

Erample A.7. 3.44

sage: from karr.pi_ sigma field import PiSigmaField

sage: F.<n> = PiSigmaField (QQ, 1, 1)

sage: E.<h2> = PiSigmaField(F, 1, 1/(n+1)"2)

sage: GG.<hh> = PiSigmaField (E, -1, —1/(E(n)+1))

sage: sigma = GG.sigma()

sage: GG.inject variables ()

Defining hh, h2, n

sage: f = sigma(hh/(n+1)) + hh/(n+1) + \
sigma(1/(n+1)"2) + 1/(n+1)"2; f

(hh*n~2 + 3xhh*n + 2xhh + n"2 + 3xn + 3)/\
(n~4 4+ 6xn~3 + 13%n"2 + 12xn + 4)

sage: from karr.plde import solve plde

sage: C, g = solve plde(GG, map(GG, (1,0,-1)), [f]); C, g

%1] [1/2%hh~2 + 1/2%h2]
§0]7 [ 1]

Example A.8. sage: from karr.pi_ sigma field import PiSigmaField
sage: F.<k> = PiSigmaField (QQ, 1, 1)
sage: H.<h> = PiSigmaField (F, 1, 1/(k+1))
sage: GG.<hh> = PiSigmaField (H, -1, —1/(k+1))
sage: GG.inject variables ()
Defining hh, h, k
sage: from karr.plde import solve plde
sage: C, g = solve plde (GG, map(GG, (1,0,—-1)), \
[h-GG. sigma () (h)]); C, g

([1] [-1/2+«hh — 1/2xh]
gO]’ [ 1]
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Notation and symbols

N ={0,1,2,..

Z7,Q,C

H,

R*

(p)

(ag, ... ap)
Q(R[t])
F,.o

const, (F)
(R,0,6)
consty 5(R)
EndR,U,5(M)

T

R[X;0,0]
Ub

My (f)
Va,b(R)

ol, o1
[A|B]

7

Aadj

3

the set of natural numbers

the sets of integers, rational and complex numbers
harmonic number, H,, = > 7, %

the group of units for a ring R

the ideal generated by an element p from a ring R

the column vector with components a;

the total quotient ring of the ring R extended by ¢

a difference field

the constant field of a difference field F, o

a D-ring

the constant subring of the D-ring (R, 0, )

the set of all R-pseudo-linear maps of M,

where (R, 0,0) is a D-ring and M a left R-module

the left skew polynomial ring over the D-ring (R, 0, )
the column vector of the coordinates of u in the basis b
the matrix of the multiplication map by f in the basis b
solutions of the equation o(w) = aw + b in R,

where a,b € R and R, o a difference field

the application of § and o to each component of a vector
the matrix A augmented by the matrix B

the matrix A stacked on the matrix B

the adjoint of the matrix A
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